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Redundant Tasks in Multitasking Control of Discrete Event
Systems

Klaus Schmidt, José E. R. Cury

Abstract

This paper is an extended version of [1]. It addresses thé&raloof multitasking DES that allow
for dealing with liveness properties in the case where plalitlasses of tasks have to be independently
completed by the system. Colored marking generators (CN&@ been previously introduced as a model
to consider multitasking control. The computational cdg¢he supervisor synthesis for multitasking DES
grows with the number of classes of tasks. In this paper wesitnyate conditions under which removing
tasks of the DES model does not affect the result of supasvisantrol in the sense that their completion
is guaranteed as a consequence of the completion of the tattles in the DES model. Conditions are
derived under which tasks of a class or a set of classes caanb@ved from the model, and the results
are extended to the case of abstracted models in a hierar@rd decentralized control architecture.
Those conditions, which can be verified in polynomial tinre, stated as properties of strongly connected
components of the automata models in different levels ofcth@rol hierarchy. The results of the paper

are illustrated by a manufacturing system example, showiegpotential gains of the approach.

. INTRODUCTION

The supervisory control theory (SCT) is an expressive fraomnk for the synthesis of controllers for
discrete-event systems (DES) [2]. In the SCT, automata taade used as representations for the plant
and closed-loop desired behaviors, while marked statesisae to represent completion of tasks in the
system. In this framework a supervisor is synthesized in @ that it constrains the behavior of the
plant in order to respect the closed-loop specification armth $hat it ensures nonblocking, i.e., it always

allows the controlled system to reach a marked state. In ifache SCT, nonblocking can be interpreted
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as a liveness specification that ensures that the supewikiarever prevent the completion of a task in
the system. In [3] an approach is introduced to allow for idgalvith the case where multiple classes of
tasks are identified and (strongly) nonblocking corresgdndhe ability of the system to independently
complete tasks of all different classes. DES problems ctmimgr multiple classes of tasks often arise in
applications, like in manufacturing and communicationeys for example [4], [5], [3], [6], [7]. Colored
marking generators (CMG) are introduced in [3] for the sesth of a minimally restrictive supervisor
that respects the admissible behavior and ensures thee$igasf multiple tasks. Modular control in this
framework is addressed in [5].

In [4], multitasking control is extended with hierarchicahd decentralized control ideas [8], [9],
[10] by combining the computational efficiency of hieradli abstractions with the ability to specify
multiple liveness objectives. To this end, a colored (nasking) version of both the natural projection
and the observer property [11] is employed in the hieraadtabstraction process such that the resulting
hierarchical control architecture is hierarchically dstent [12] and (strongly) nonblocking.

The computational cost of the supervisor synthesis for itagking DES grows with the number of
classes of tasks in the system. This is essentially due todfaecessibility test involved in the synthesis
procedure which must be performed with relation to each efdlasses of tasks (colors in the automata
models). In some particular cases it may be observed thapletion of tasks in a particular class is
always guaranteed as a consequence of completion of taskbaf classes. Suaedundanttasks, that
may be introduced either by the modeling process of the DE&soa consequence of the abstraction
process in hierarchical control, could be removed from tleeleh to reduce the computational cost. In
this paper we derive conditions under which tasks of a classbe identified as redundant tasks, and
extend the results to the case where hierarchical and detieet architectures are to be used. Those
conditions, which can be verified in polynomial time, aretediaas properties on strongly connected
components of the automata models for the plant behaviodiferent levels of the control hierarchy.

The results of the paper are illustrated by an example ofatdbical decentralized control of a
manufacturing system where effective reductions in the emof classes of tasks of the abstracted
models in different levels of the hierarchical architeetare obtained. Also, the example shows that, by
applying the approach introduced in the paper, the numbstadés of the resulting abstracted high-level
models is potentially reduced since the colored obsenaesty need not be considered for the removed
tasks.

The paper is organized as follows. Section Il introducesbhidisic concepts of multitasking supervisory

control. Main results are presented in Section Il togethién the description of the algorithmic procedure
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to verify the stated conditions. Section IV provides an egien of the derived results to hierarchical and
decentralized control. The detailed example in Sectionl0stitates the approach, and some conclusions

are given in Section VI.

[I. MULTITASKING DISCRETEEVENT SYSTEMS
A. Basic Notation

For a multitasking discrete-event system (MTDES), a colabdl) can be associated to each class
of task. Tasks belong to the same class when they are relatidmness objectives that have the same
meaning in the control problem. Lét be the set of all events that can occur in the system @k
the set of all colors. LeE* be the set of all finite strings of elementsh including the empty string
e. A languagel is a subset ob2*. L represents the prefix closure bf Each colorc € C is assigned to
a languagd.. € Pwr(X*) (power set of2*) that represents the set of all sequences of evenistimat
can complete a task of the respective class. Thuscdimed behaviorof a MTDES can be modeled by
the setA¢ € Pwr(Pwr(X*) x C) given by A¢ := {(L¢, ¢)|c € C}.

For a colored behavioA¢, the language marked by € C' is defined byL.(A¢) := L such that
(L,c) € Ac. The language marked b C C is defined byLp(Ac) := Uy Lo(Ac). For Mp, €
Pwr(Pwr(X7) x By) and N, € Pwr(Pwr(X3) x By), Mp, C Np, if By C By andVb € By,
Ly(Mp,) € Ly(Ng,).

The synchronous compositioof Mp, and Np, is

Mp, ||NB, = {(Lo(Mp,)||Ls(Np,),b),¥b € By N Bz}
U {(Ly(Mp,)||LB,(NB,),b),Vb € By — Ba}
U {(Lp, (Mp,)||Ls(Np,),b),¥b € By — B; }.

An MTDES can be modeled by a Moore automaton, whose outpepsesented by subsets of colors,
define the classes of tasks that are completed after thespormding strings. Such @olored marking
generator(CMG), is formally defined by a 6-tuplé' = (Q, %, C, 0, x, q0), whereQ is a set of statesy.
is a set of eventsy’ is a set of colorsp : @ x ¥ — @ is a transition functiony : Q@ — Pwr(C) is a
marking function;q, is the initial state.

For a CMGQG, theeligible event functiod' :  — Pwr(X) associates each statec () to a subset of
Y. with all events that can occur i In order to extend to a partial function or) x X*, recursively
let 6(q,e) = ¢ and (¢, so) = 5(d(q,s),0), whenever bothy’ = §(q,s) andd(¢’,o) are defined. The
generated languagé (G) := {s € ¥*|0(qo, s) is defined of G, is the set of all finite event strings that

can be reached from the initial stajg
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The languagenarkedby ¢ € C, is given by L.(G) := {s € L(G)|c € x(6(qo,s))}. For the color set
B, ) ¢ B C C, the language marked b® is defined byLg(G) := {s € L(G)|B N x(6(qo, s)) # 0}.
The colored behavior of a CM@ is given byAc(G) := {(L.(G),c)|c € C}.

A formal definition of thesynchronous compositiofi; |G, of two CMGs G and G, is given in [3].
Note thatL(G1||G2) = L(G1)||L(G2) and Ac(G1||G2) = Ac(G1)||Ac(Ga).

Given a nonempty subset of coloBs a CMG G is strongly nonblockingv.r.t. B, if Vb € B, L(G) =
Ly(G), that is, if any generated string can be completed (not seciésin the same way) to a task of
all the classes represented by colorsibfA colored behaviotAe € Pwr(Pwr(X*) x C) is strongly

nonblocking w.r.t.B C C whenVb € B, Ly(Ac) = Lco(Ac).

B. Multitasking Supervisory Control

Let a MTDES be modeled by a colored marking generétet (Q, >, C, 4, x, qo), with eligible event
functionT’, whose alphabet is partitioned into controllable eveitsand uncontrollable events,. We
assume w.l.0.g. that@olored specificatiom p C Pwr(X*) x D is constructed from a safety specification
K = K C L(G) and liveness conditions defined by the set of classes of tdsksd a set of new classes
Est ENC=0andD = CUFE as follows.

Ap ={(Le,c¢)] ceDstL.=KNL(G) forceC
andL. C K for c € E}.

(1)

A coloring supervisorS : L(G) — Pwr(X) x Pwr(FE) is a mapping that associates to each sequence of
events of the plant a set of enabled events and a set of colofs) (narking the sequence as a completed
task of the classes represented by these colors.

For S(s) = (v, ), let R(S(s)) = v andZ(S(s)) = u. The events that can occur /G after the
occurrence of a string € L(G) are given byR(S(s)) NI'(6(qo, s)). A string s € L(S/G) is marked by
acolorc € C'if s € L.(G) or by a colore € E if e € Z(S(s)). A coloring supervisolS is admissible
if Vs € L(G), $u NT(8(q0,8)) € R(S(s)).

A supervisorsS is strongly nonblocking w.r.D if Vd € D, Ly(S/G) = L(S/G).

Theorem 1 ([3]): Necessary and sufficient conditions for the existence of émissible coloring

supervisorS strongly nonblocking w.r.tD such thatAp(S/G) = Ap and L(S/G) = Lp(Ap) are:

1) controllability: Lp(Ap)X, N L(G) € Lp(Ap);

2) D-closure:¥d € (DN C), Ly(Ap) = Ly(Ap) N Ly(G);

3) strong nonblocking ofAp w.r.t. D.
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In [3], it is also proved that the supremal controllable amereggly nonblocking colored behavior
contained inAp, namedSupCSNB(Ap, G, D), exists and can be computed with complexity polynomial

in the number of states of the model.

1. REMOVING REDUNDANT COLORS

The algorithmic computation 3upCSNB(Ap, G, D) as defined above relies on an iterative compu-
tation of nonblocking subbehaviors df-(G)||Ap for all colorsd € D. Hence, each additional color
contributes to the computational cost of the supervisott®gis. The goal of this section is to identify
and remove colors that are not relevant for the supervisathegis in order to reduce this computational

cost. The idea is first illustrated by an example in Sectiti\]land then formalized in Section I1I-B.

A. Motivation and Problem Formulation

We consider two neighboring components of the productidhired=ig. 1; the conveyor belt C1 and
the machine M. The task of C1 is to transport parts to the nm&chi, which processes each part before
it can depart. C1 is modeled by the CI\(Q%I) in Fig. 2, where C1 stops f1st p occurs, and the events
cl-0, c0-1 andcl- 2, c2- 1 describe the exchange of parts with the neighboring conviegltis CO
and C2, respectively. The machine (CMI§11)) can start processing$) and finishes processing with the
uncontrollable eventf . In addition, one color is introduced for each componerit ttesired that C1 can
always become empty (Cle) and that the machine cannot bergeslfrom processing (Mp). Note that
transitions with controllable events are labeled with & and that the set of colors is displayed next to
the respective state in all plant models. It is specifieM@l)_M that every part entering C1 has to stop at
M and can only leave C1 after processing is finished. Fig. glays the CMGRgl)_M that represents the
closed-loop behaviofupC SN B(G, Ap, D) with the plantG := G&)HGﬁ), the specification behavior
Ap = L(Méll)_M)HAC(G) according to (1) and the color sét = C' = {Cle Mp}.

A closer inspection ofR&)_M reveals that, although the colors Cle and Mp were introduced
dependently in their respective component models, ther@ drect dependency after the supervisor
synthesis. Suppose an additional SNB supervi$ahall be designed for a new specificatidn, and
the plantl%gl)_M with the color setD = {Cle Mp}. It is now sufficient to synthesize a supervisor
that is nonblocking w.r.t. the color sé? = {Mp} since this already implies SNB w.r.h) due to the
plant structure. In particulal§ makes sure that a state with color Mp is always reachab@/iﬂ&)_M.
Observing thatS can never disable the uncontrollable eveht this implies that it is also always possible

that an unmarked state is reachedﬁy/]R(Cll)_M. Then, it holds that on each path back to a state with
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Fig. 1. Production cell: (a) Picture; (b) Schematic ovewie

Fig. 2. Conveyor belt C1 and machine M.

color Mp, a state with the color Cle is passed. It can henceobeleded that the color Cle is not
relevant for any further supervisor synthesis and can b@\vemfromR&)_M.
Based on this motivating example, the goal of this sectido islentify colors in plant models that are

not relevant for the supervisor synthesis. In order to redhe computational effort for the supervisor
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computation, we then propose to remove such colors. Foynved want to solve Problem 1.

Problem 1: Let G = (Q, %, C, 4, x, q0) be a CMG, let:,, be a set of uncontrollable events and assume
thatc € C is a color. We want to determine verifiable conditions sudcdt flor all specificationsAp
according to (1)

Ap(S/G) = Ap(SupCSNB(G, Ap, D)),

whereS : L(G) — 2*x2P~C is a coloring supervisors for the reduced specification= {(L4(A4), d)|d €

D} over the color seD = D — {¢}, i.e.,
A5 (S/G) = SupCSNB(G, Ap, D).

In that case¢ need not be considered in the supervisor synthesisci@n be removed from the color

setC of G and the specificationl ;, can be used instead ofp.

B. Condition for Color Removal

In order to formulate the main theorem of this section, wepatize definition of astrongly connected
componen{SCC) in [13] to CMGs.

Definition 1 (SCC):Let G = (Q, %, C, 9, x,q0) be a CMG. A subgraph off with the states; C @
is called a strongly connected component (SCC¥ of for all state pairsq, ¢’ € G, there isu, v’ € X*
s.t.0(q,u) = ¢ andd(q’',v') = ¢q and for allg’ > G, G’ is not a SCC ofG. O

Theorem 2 states sufficient conditions to solve Problem 1.

Theorem 2 (Main Theorem)rite C = C' — {c}. Problem 1 is solved if the following condition is

satisfied. There is no SCC with the states Q in G s.t.

() Ugegx(a) =C
(i) AoeX,, qegGsti(q,o)¢g.

The condition in Theorem 2 exploits structural informataisout the plang. It is shown in Proposition
1 that it implies that whenever a supervisor is SNB for theuoedi color seC, then it is also SNB for
C.

Proposition 1: Let G = (@, %, C, 0, x,q0) be a CMG that is strongly nonblocking (SNB) w.rd,
., the set of uncontrollable events and= C' a color. Also writeC' = C' — {c}. Then, there exists a
supervisorS : L(G) — Pwr(X) x Pwr(E) s.t. S/G is SNB w.r.t.C but S/G is not SNB w.r.t.C' if
and only if the condition in Theorem 2 is violated. O

We first formulate the following lemma that will help to protlee necessary part of the proposition:



TECHNICAL REPORT, CHAIR OF AUTOMATIC CONTROL, UNIVERSITY ® ERLANGEN-NUREMBERG, 2009 8

Lemma l:Let G = (Q,%,C,0,x,q0) be a CMG that is strongly nonblocking (SNB) w.r® and
¢ € C a color. Also writeC' = C' — {c}. Assume thatS : L(G) — Pwr(X) x Pwr(E) is a supervisor
s.t.S/G is SNB w.r.t.C but S/G is not SNB w.r.t.C' and write S/G = (X, X, C, v, £, xg). Then, there
is a SCC with the stateS C X in S/G s.t.

(i) Upesé@) =C
(i) xS, oceX stv(zx,0)¢S. O

Proof of Lemma 1SinceS is SNB w.r.t.C' and not SNB w.r.tC, there must be a SCC with the states
S1 8t Upes, () = C andVz € Sy, Ju € * s.t.c € £(v(z,u)). For Sy, there are two possible cases.

If Az € S;, 0 € ¥ s.t.v(z,0) € Sy, the lemma is already proved with = S;. Otherwise, letr € S;
ando; € ¥ s.t.v(z,01) € S1. SinceS is SNB w.r.t.C, there must be a; € 3* that leads to a SCG,
with (J,cs, §(7) = C,i.e.,v(r,orul) € So.

The same argument can now be applied to iteratively find SECS,, Ss, . ... However, sinceX is
finite and all SCCs are disjoint, there must be a S§G whereflz € S,,, 0 € ¥ s.t.v(z,0) € Sp.
With § = S,,,, the lemma is proved. [ |

Now Proposition 1 can be proved.

Proof of Proposition 1\We first show the necessary pa#st-": According to Lemma 1, there is a SCC
with the statesS C X s.t.|J,.s&(z) =C andfz € S, 0 € S s.t.v(z,0) ¢ S.

Denote the states of the corresponding SCCGinas G, i.e., G = {q¢ € Ql¢g = 6(q0,5) N s €
L(S/G) st.v(xg,s) € S}. As Lz(S/G) = L(S/G) N La(G) and U, csé(x) = C, it must also hold
that(J,; x(q) = C.

It remains to show thafloc € ¥, ¢ € G s.t. 6(q,0) ¢ G. Assume suchr exists forq € G. Also let
s € L(S/G) s.t.v(xg,s) € S andd(qo, s) = q. Considering that(q,o) ¢ G, it must be the case that
v(z0,s0) is not defined sincér € S, o € ¥ s.t.v(x,0) ¢ S according to Lemma 1. Hencey € L(G)
andso ¢ L(S/G) imply thato ¢ S(s). This is a contradiction to the assumption tlat X,. Thus,
Bo € ¥y, g€ G s.t.d(q,0) € G which concludes the proof of the necessary part.

Now we show the sufficient part<~”: We simply construct a supervis&¥ : L(G) — Pwr(X) x
Pwr(E) that is SNB w.r.t.C' and not SNB w.r.tC, For each strings € L(G), we define

S { SuU{o € £|6(g0, 50) € G} if 6(qo,5) € G
z otherwise
Note thatX, C S(s) for all s € L(G).

We first show thatS/G is SNB w.r.t.C. Leté € C ands € L(S/G). First assume that(qo, s) € G.

Then,3u € ¥* s.t. ¢ € x(6(qo,su)) and for allu’ < w it holds thatdo(qo, su’) € G. Applying the
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supervisorS as defined above, it follows that alse € L(S/G) and henceu € L:(S/G). Now assume
that §(qo, s) ¢ G. SinceG is SNB w.r.t.C, there isv € * s.t.¢ € x(d(qo, sv)). If it holds that for all
v <w,0(qo,sv") € G, thensv € L(S/G) according to the supervisor definition and hesces L:(S/G).
Otherwise let/ < v s.t.5(qo, su’) € G. But then, as shown above, there is8 & X* s.t.su'u € Lz(S/G).

Finally, we prove thatS is not SNB w.r.t.C. Let s € L(G) s.t. 6(qo,s) € G. Then,s € L(S/G). We
want to show thaflu € ¥* s.t.su € L.(S/G) by contradiction. Assume that € ¥* s.t. su € L.(S/G).
Then, su € L(G) and it must hold thab(qo, su) € G. Hence, there is/ € ¥* ando € ¥ s.t.v/o < u,
d(qo, su’) € G andd(qo, su'c) ¢ G. But then, the definition of implies thato ¢ S(s), which contradicts
the assumption thatu € L.(S/G). [ |

Finally, Theorem 2 can be proved.

Proof of Theorem 2For convenience, we writdsp := Ap(SupCSNB(G,Ap,D)) and By =
{(L4(Bp),d)|d € D}. It has to be shown thaBp = Ap(S/G). Bp € Ap(S/G) directly follows
since B, C Ap, Bp is SNB w.r.t. D and Lp(Bp) is controllable w.r.t.G, i.e. By is a controllable
subbehavior ofd ; that is SNB w.r.tD.

It remains to show that alsé(S/G) € Bp. Assume the contrary, i.eAp(S/G) D Bp. Then, there
is s € Lp(S/G) st.s & Lp(Bp). SinceS/G is SNB w.r.t. D, it holds for alld € D thats € Ly(S/G).
With (1), s € Lq(Ap) for all d € D, and hences € K.

Considering that ¢ Lp(Bp), wheread.(S/G) is controllable w.r.tG and at the same timec L.(G)

since S/G is nonblocking w.r.t.c according to Proposition 1, it must hold thatZ L.(Ap). However,
sinces € m there isu € ¥* s.t. su € K andsu € L.(G). But then,su € L.(Ap) because of
(1), which contradicts the assumption thag L.(Ap). n
The condition in Theorem 2 applies to the motivating exanipl&ection 1lI-A. It holds that both
SCCs ongl)_M with the color Mp (the two states colored with Mp) have an urtcallable transition

with nf leaving the respective SCC.

C. Algorithmic Verification

The following algorithm allows to check the condition in Tdrem 2 by finding an SCC as specified
in Theorem 2 if such SCC exists.

Algorithm 1 (Check Color Removal)fhe algorithm
checks if a colorc € C' can be removed from a CMG.
Given: CMG G = (Q,%,C, 4, x,qo), colorc.

Output: trueif ¢ can be removedalse otherwise
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=

. é:(QaiaéagviaQO):G

. delete all states with colerfrom G and remove: from C:

N

VaeQ:cex(q)=Q:=Q—{q}; C:=C—{c}

3. find all SCCs in(¥ that contain states with all colors ifi. Denote these SCCs &5, ..., Gn.
4. remove all states frord' that do not belong t¢J;", G;:
~ m ~ ~
VeeQ:qg | JGi=>Q=Q—{qg}
=1
5. delete all states ig;, « = 1,...,m that have uncontrollable transitions in the original auaton

G that lead outsidgj;, i.e.,Vi € {1,...,m}:
Vq € Gi,Vo € 5y :6(q,0) G = Q= Q — {q}

6. if states were deleted in stepdhd Q is not empty
go to step 3.
7. if Q is empty
return true
else

return false O

The algorithm iteratively removes states from the plant CKIGF they violate item (i) (step 3. and
4.) or if they violate item (ii) (step 5.) in Theorem 2. The @lghm terminates in a maximum number
of |Q| steps, wheréQ)| is the number of states @f. Furthermore, the computation of the SCCs in step
3. can be performed by Tarjan’s algorithm in [13] with a coexiy of O(max{|Q|,|0|}), where|J]
denotes the number of transitions Gf Together, Algorithm 1 exhibits a computational complgof
0(1Q| - max{|Ql.13]}).

We apply Algorithm 1 forG = R&)_M in Section IllI-A andc = Cle. In step 2., the initial state is
removed. Two SCCs that consist of the states with the colordffain after the steps 3. and 4. Since the
uncontrollable eventrf leads outside both SCCE) is empty after step 5. Hence, the algorithm returns
true, which is consistent with the previous discussion in SectleA and 111-B.

It is readily observed that an iterative application of thmwe procedure enables the removal of an
arbitrary number of colors as long as Algorithm 1 retutnse.

Remark 1:1t has to be noted that the set of colors that can be removed ffiven CMGG is not

unique. Defining and deriving an optimal set of colors to bmaeed is not in the scope of this paper.
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IV. MULTITASKING HIERARCHICAL AND DECENTRALIZED CONTROL

In the previous section, it is pointed out that the removatesfundant colors leads to computational
savings in the supervisor synthesis for MTDES. In this segtive combine the idea of removing colors
with the hierarchical and decentralized control approacitMTDES as elaborated in [4]. The application
example in Section V then illustrates that the combined @ggr can result in additional computational

savings due to smaller plant models.

A. Control Approach

It is assumed that the original (low-level) plant is givenaasetG; = (Q;, X:, Ci, di, X4, q04), © =
1,...,n of CMGs, and the overall plant i§ = ||/, G; with the color seC := | J!"_, C;. The hierarchical
abstraction ofG is based on theolored natural projection

Definition 2 (Colored Natural Projection)Let Ac € Pwr(Pwr(X*) x C) be a colored behavior,
and assumel, C X with the natural projectiorpy : ¥* — 3. The colored natural projectiom :

Pwr(Pwr(X*) x C) — Pwr(Pwr(3j) x C) is defined such that

L.(mo(Ac)) = po(Le(Ac)), for all c € C.

The high-level plantG is then computed using abstractions of the plant compor@npts=1,...n
on a superset of theshared eventsl; o := (Jy_; (% N Ep).

Definition 3 (High-level Plant):Let G andG;, i = 1,...,n, po andmg be defined as above. Assume
that high-level alphabets; , C ¥; are given such that; » C ¥, and introduce the natural projections

px,—x,, and the colored natural projectionss, .5, ,. Then, the high-level planti, is defined by
Go = [[i=1Gip,

where L(G; ) := ps,—x,,(L(G;)) and Ac(Gip) := mx,—x, ,(Ac(Gip)). Furthermore, it is shown in
[4] that L(Go) = po(L(G)) and Ac(Go) = mo(Ac(G)). O

The abstraction process is illustrated on the right-hade sf Fig. 3. Given a coloring behaviakp o €
Pwr(Pwr(Xj) x D) as a high-level specification, the colorimigh-level supervisoS, : L(Gp) —
Pwr(Xy) x Pwr(E) with E = D — C'is computed such théf, realizesSupCSNB(Ap.o, Go, D). The
control action of the corresponditow-level supervisoS : L(G) — Pwr(X) x Pwr(E) is then defined
for eachs € L(G) as

S(s) == (So(po(s)) U (X — 20), Z(So(po(s)))), (2)

such thatL.(S/G) = L(So/Go)||L(G) and Ac(S/G) = Ac(So/Go)l[Ac(G).
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Hence, the control action after a stringe L(G) observed by each subsystem is
(R(S(s)) N £, Z(S(5)) N (C; U E)).

The supervisor implementation is depicted on the left-hsidé of Fig. 3.

Fig. 3. Hierarchical and decentralized control architeztu

In order to guarantee that the low-level closed lo®ff= is SNB, thecolored observercondition is
introduced in [4].

Definition 4 (Colored Observer)tet L C ¥* be a language and letc € Pwr(Pwr(X*) x C) be
a coloring behavior withLo(A¢) C L. Also let ¥y C X and pg, mo be defined as aboven, is a
Ac-observer (w.r.t.L) iff for each ¢ € C, po is an L.(A¢)-observer (w.r.t.L), i.e, for eachs € L,

te Xy, andce C
po(s)t € Le(mo(Ac)) =3Fu € ¥ s.t.su € Le(A¢) andpy(su) = po(s)t

Requiring thatmy, .y, , is a A¢(G;)-observer fori = 1,...,n is sufficient for strongly nonblocking
control.

Theorem 3 ([4]): Assume thatG;, G, o, andmy, .y, ,, @ = 1,...,n are defined as above. Also let

Sp be a strongly nonblocking coloring high-level supervisattma low-level supervisoS as in (2). If

my,_x,, IS aAc(G;)-observer (w.r.tL(G;)) for all i = 1,...,n, then the overall closed loop is SNB,

i.e., forallce C

L.(S/G) = L(S/G).
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B. Removal of Redundant Colors

We now combine hierarchical control in the framework présérin the previous section with the idea
of removing redundant colors. To this end, we first recalltihgual controllabilityfrom [14].

Definition 5 (Mutual Controllability): The CMGsG; andG; are denoted mutually controllable if
L(Gi)(S4,0 N %) Nps,us,—s: (05105, _x, (D(Gy)) € L(GY)
L(G§)(Ziu N 55) Nps,us,—5, (05 us, 5, (L(Gi)) € L(Gy)

Mutual controllability ensures that after any executioraafomposed system, the occurrence of a shared
uncontrollable event is either feasible in every subsystgnith shares it, or it is not feasible in any
subsystem.

The following theorem relates the redundancy of a celar the color set ofG to the redundancy of
the color in the components wheteappears.

Theorem 4:Let G = ||'_, be a plant with the component, i = 1,...,n, and letG, be a high-level
plant according to Definition 3. Assume th@g, G; are mutually controllable for all # j. Also denote
Cin = UL1,4(CiNC) as the set of shared colors with other components ferl, ..., n, and assume
thatc € Cy, — Cy. for somek € {1,...,n}, C:= C — {c}, and Sy is a supervisor such that/Gy is
SNB for C. If G}, fulfills the condition in Theorem 2 fo€, — {c}, then S evaluated with (2) is SNB
w.rt. C. O

We first establish Proposition 2.

Proposition 2: Let G andG;, i = 1,...,n be defined as above and assume tHatG; are mutually
controllable for alli # j. Then, for anyk € {1,...,n} and anyc € Cj, — C}, v, it holds that the condition
in Theorem 2 is fulfilled forG andC = C — {c¢} if it is fulfilled for G} andCy, = C} — {c}. O

Proof of Proposition 2:Assume thatc € Cj, — Cy, all G;,G; are mutually controllable and the
condition in Theorem 2 is fulfilled fo&5;, andC},. To proceed by contradiction, let there be a SC@in
with the stategj C @ such thatC' C qug x(q) and there is n@ € X, ¢ € G s.t.6(q,0) ¢ G. Define
Gr = {q € Qklq = 9x(qo.k, Px—x,.(s)) N d(qo,s) € G} the set of states i}, that correspond to states
in G. ThengG, represents a SCC @3, and sincec € Cj, — Ci,~, We have thaqugk xk(q) = Ch.

Considering that the condition in Theorem 2 is fulfilled 6%, and Cj, it must hold that there is
as € L(G), 0 € ¥y Sst.so ¢ L(G) but ps_yx,(s)o € L(Gx) while 6;(qok, pr—y,(s)o) & Gy.
Hence,o € X;, and for somej # k with o € X;, it must be true thaps_.x (s) € L(G;) but
ps—y,(s)o & L(G;). However this contradicts the mutual controllability Gf, and G ;. [

Based on this result, we can prove the above theorem.
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Proof of Theorem 4With Theorem 3, we know tha$/G is SNB w.r.t.C. But then, Proposition 2
and Proposition 1 imply tha$/G is also SNB w.r.t.C. |
Employing the result in Theorem 4, we propose the followirrgcpdure for the combination of

hierarchical abstraction and color removal.

1. Remove all redundant colorsZ C; ~ from eachG; and denote the remaining colors By C C;

2. Determine colored observenss, .5, ,, i = 1,...,n and compute&x

i,07

3. Synthesize the supervisSraccording to (2) for a given high-level specificatidn (.

Remark 2:Note thatS is not necessarily maximally permissive as discussed inAd]extension to

maximally permissive control as suggested in [15] is noth@ $cope of this paper.

V. APPLICATION EXAMPLE

In this section, we apply hierarchical multitasking cohtto the production cell (PC) in Fig. 1,
and illustrate how removing redundant colors can decrdaseomputational effort for the supervisor

synthesis.

A. General Setup

In addition to the components C1 and M described in SectibA,lthe PC consists of the conveyor
belts C2 and C3, the rotary table RT, and a test unit TU. CMG et®tbr all components have been
determined based on physical plant events (sensors amat@su However, the description in this paper
starts with plant models on the hierarchical level (1) ineortb provide a compact representation. The
state counts of the closed-loop CM(%O), i€ C:={C1,C2,C3,M,RT, TU} on the lowest level (0)
are displayed in Fig. 5 (next to the respective CMG).

B. Models on Level 1

The conveyor belt C1 and the machine M are described in Sedlidd. We employ the following
characterization for the remaining plant components, whiee same convention for event names is used
(see also Fig. 4).

Conveyor belt C2 (ng)): C2 allows to transport parts from C1 to C3 or from C3 to C2 ancklia
C3 or to C1. The color C2e requires C2 to always become emgtinag

Rotary table RT (Gg%): RT initially points in thez-direction. It can turn to they-direction RTy)
and back to thex-direction RTx). RT must always be able to stoRTst p) in one of its two positions

(color RTSs).
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Conveyor belt C3 (GS?Z): C3 accepts parts from C2 and C4, and then delivers them &ah@g or
C4. The color C3e indicates that C3 should always becomeyeag#in.

Test unit TU (G(Tl%): TU is located between C2 and C3. It checks parts that traeeh f€2 to C3
or vice versa, and decides if they are acceptabte] or have to be rejected €j ). TU keeps track of
parts until they leave towards CtZ- 1) or C4 (3- 4). By coloring, we ensure that parts can always
be either accepted (A) or rejected (R).

It has been verified that all plant components are mutualhtrotiable. Furthermore, it has to be noted

that no colors are shared among the components.

1) (1)
Goy clstp GRT  (RTs)

Fig. 4. Level 1 models of the production cell.

C. Hierarchical Supervisor Synthesis

We now perform hierarchical supervisor synthesis accgrttinSection IV-B. The hierarchical archi-
tecture is presented in Fig. 5, where gray and white boxestdarosed-loop CMGs and abstracted plant
models, respectively.

The computation OR&)_M from G&) andGﬁ) is performed in Section IlI-A, where one color (Cle)

was removed.



TECHNICAL REPORT, CHAIR OF AUTOMATIC CONTROL, UNIVERSITY ® ERLANGEN-NUREMBERG, 2009 16
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Fig. 5. Hierarchical architecture for the production cell

C2 and RT: A supervisor is designed for the conveyor belt C2 that is nedion RT. The specifications
Mg?)_Rm andMélg_RI2 in Fig. 6 require that only one of the components is allowedtive, and RT
has to turn according to delivery performed by C1, respebtivlhe resulting superviscxﬁ%(cl2)_RT has
19 states. Its abstracticﬁilgz)_RT is shown in Fig. 7. No color can be removed in this step.

C2, RT, C3 and TU: The specification’\/[éé)_cg addresses the combined behavior of C2, TU and C3
on level 2 of the hierarchy. It states that accepted parte haveave PC via C4, while rejected parts
have to pass M and leave towards CO. The supenﬁéjﬁr_Cg has 15 states and contains the redundant
colors RTs and C2e. The abstractié}g’z)_cz,) is shown in Fig. 7.

Production Cell: Finally, the overall PC is composed on level 3 of the hiergrétere, we do not
consider an additional safety specification such mg& is only designed to be SNB. Again, one color
(Mp) can be removed such that the abstracﬂﬁ% in Fig. 7 only contains two of the originally seven
colors. It can for example be used as a model of the PC in arlangaufacturing system.

In each of the presented steps, it is verified that the canditin Theorem 4 are fulfilled. Hence, the

overall closed-loop system represented by
S/G = (liec BRG] il IR rer | RE) 5| REC 3)

is SNB and fulfills the given specifications.
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Fig. 7. Hierarchical supervisors for the production cell.

D. Performance Comparison

In comparison, a completely monolithic supervisor synthesd a hierarchical synthesis without
removing colors was carried out. All computations were @enied using the “multitasking” plugin of
the | i bFAUDES software library for discrete event systems [16].

In the case of monolithic control, the overall plaGt comprisesl 133484 states, the composed
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specification ha$ 298 states, and a monolithic supervisor witfi 355 states has to be implemented.
In contrast, the hierarchical synthesis in Section V-C coses a sum ofl61 states, since/G in (3)
need not be composed. Furthermore, the largest automattwe inierarchical synthesis has states.

If hierarchical control without removing colors is usedt waly computations for alf colors have to

be carried out, but it is also observed that the resulting-tegel modeIng’Q)_Cg (11 states) an«ﬂg%

(31 states) are larger compared to the respective models inrévéops section. This is due to the fact
that the colored observer condition in Definition 4 has to biéilled for more colors if no colors are

removed during the synthesis process.

V1. CONCLUSIONS

The results in this paper show how identifying and removiedundant tasks in multitasking control
of DES may lead to considerable savings in the computatieffiait of synthesizing supervisors for this
class of systems. The illustration of the established d¢amdi in the example of a manufacturing cell
puts in evidence the gains we can have in hierarchical andntiedized control architectures, not only
by the removal of colors in the CMG models of different levieldhe system hierarchy, but also by the
reduction in the size of the abstracted models as a consegudreliminating tasks. Further research
currently being carried out on this subject includes apgthe results in a larger example and deriving

algorithmic computations of maximal sets of redundantsgasof tasks.
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