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Abstract

This contribution deals with the synthesis of super-
visory control for hybrid systems Σ with discrete ex-
ternal signals. Such systems are in general neither l-
complete nor representable by finite state machines.
We find the strongest l-complete approximation (ab-
straction) Σl for Σ, represent it by a finite state ma-
chine, and investigate the control problem for the ap-
proximation. If a solution exists, we synthesize the
maximally permissive supervisor for Σl. We show
that it also solves the control problem for the hybrid
system Σ. If no solution exists, approximation ac-
curacy can be increased by computing the strongest
k-complete abstraction Σk, k > l. Most of this paper
is set within the framework of Willems’ behavioural
systems theory.

1 Introduction

The topic of this paper is supervisory control of time
invariant hybrid systems with discrete external (in-
put and output) signals. Roughly speaking, the ex-
ternal behaviour (the set of external signals) of such
a system is unlikely to possess any properties apart
from time invariance. For an example see [Lu94],
where it is shown that the external behaviour of a
certain class of particularly simple hybrid systems is
Markovian if and only if a very restrictive condition
holds. From a more general point of view, we ob-
serve that any kind of completeness property that
the full (state) behaviour possesses will usually be
lost when focus is on the external behaviour only. In
general, the external (discrete) behaviour of a hybrid
system cannot be represented by a finite state ma-
chine. In order to apply supervisory control synthe-
sis techniques, we therefore introduce the strongest
l-complete approximation as a discrete abstraction
for the hybrid system and represent it by a finite
state machine. Similar to the procedure described in
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[Wi89], section 2.4.9, we choose a particularly sim-
ple state representation. Therefore, we can explicitly
characterize the state evolution law of the approxi-
mation in terms of the underlying hybrid system.

Applying a slightly modified version of Ra-
madge’s and Wonham’s supervisory control theory
[Ram87, Ram89], we check whether the control prob-
lem can be solved for the discrete abstraction: can we
restrict the (l-complete) approximation behaviour to
a set of “acceptable” trajectories? If this is the case,
the least restrictive supervisor is determined. It is
shown that this supervisor also restricts the external
behaviour of the hybrid system in the desired fash-
ion.

This paper is organized as follows: in Section 2,
we introduce l-complete approximations. In Sec-
tion 3, we show how to determine the strongest l-
complete approximation for a given hybrid system,
and in Section 4, we apply supervisory control theory
to find the maximally permissive feedback controller
for this approximation. Finally, in Section 5, it is
shown that this controller also solves the problem
for the underlying hybrid system.

2 l-Complete approximations

We propose an approximation scheme that relies on
three basic definitions from Willems’ “behavioural
approach”: dynamical systems, time invariance, and
completeness. For the reader’s convenience, these
definitions are collected here:

Definition 1 (See [Wi91], Def. II.1) A dynamical
system Σ is a triple (T, W, B) with T ⊆

�
the time

axis, W the signal space, and B ⊆ W T � {f | f :
T → W} the behaviour.

In the sequel, we restrict ourselves to discrete
time systems with finite past, that is T = � 0. Let σt

denote the backwards t-shift, i.e. (σtf)(τ) � f(t+ τ)
for all τ ∈ � 0, and σ � σ1. Then:

Definition 2 (See [Wi91], Def. II.3) A dynamical
system Σ = ( � 0, W, B) is said to be time invariant
if σB ⊆ B.



Implicitly, a system is uniquely determined by
its behaviour; we therefore refer to a behaviour as
being time invariant, if it belongs to a time invariant
system. This convention is also used with respect to
all properties defined in the sequel.

Definition 3 (See [Wi91], Def. II.4) Let l ∈ � . A
time invariant dynamical system Σ = ( � 0, W, B) is
said to be l-complete if

w ∈ B ⇔ σtw
∣

∣

[0,l]
∈ B

∣

∣

[0,l]
∀ t ∈ � 0 . (1)

Here, w|[t1,t2] denotes the restriction of the map
w : � 0 → W to the domain [t1, t2]. To keep notation
reasonably compact, we do not distinguish between
w|[t1,t2] ∈ W [t1,t2] and (w(t1), . . . w(t2)) ∈ W t2−t1+1.
Note that shifting is defined to be of higher priority
than restricting: σtw|[0,l] = (σtw)|[0,l] = w|[t,t+l].

An l-complete system can be represented by a
difference equation with lag l. Not all systems are
l-complete, however. For a system Σ = ( � 0, W, B)
without this property, we now propose the notion
of a “strongest l-complete approximation”. Roughly
speaking, this is a system evolving on the same time
axis � 0 and within the same signal space W as the
original system, and with the smallest l-complete be-
haviour that covers the “original” behaviour B. For-
mally, this can be written as:

Definition 4 Let Σ = ( � 0, W, B) and Σl =
( � 0, W, Bl) be time invariant dynamical systems,
with l ∈ � . Σl is said to be a strongest l-complete
approximation induced by Σ if the following condi-
tions hold:

(i) Bl ⊇ B, Bl is l-complete.

(ii) B
′
l ⊇ B, B

′
l is l-complete ⇒ B

′
l ⊇ Bl .

The motivation for Definition 4 is the following:
we want to synthesize supervisory control for Σ on
the basis of the approximation Σl. Clearly, we need
condition (i) to hold; otherwise, B could contain
unacceptable trajectories which could not be pre-
dicted by the approximation Σl and hence not be
suppressed by a control strategy based on the ap-
proximate model. It is also obvious that we want
condition (ii) to hold: the smaller Bl, the more
accurate the approximation Σl, and the better the
chances for a suitable supervisor to exist.

Proposition 1 Let Σ = ( � 0, W, B) be a time in-
variant dynamical system. Choose an arbitrary l ∈

� . Then, the strongest l-complete approximation in-
duced by Σ, denoted by Σl = ( � 0, W, Bl), exists
uniquely, and Bl is given by:

Bl = {w| w ∈ W T , σtw
∣

∣

[0,l]
∈ B

∣

∣

[0,l]
∀ t ∈ � 0}. (2)

Proof: Uniqueness follows immediately from the
definition. To prove existence, take Bl as defined by
(2) and check conditions (i) and (ii). Σ is time invari-
ant, hence w ∈ B ⇒ σtw|[0,l] ∈ B|[0,l] for all t ∈ � 0,
and therefore Bl ⊇ B. l-completeness of Bl is ob-
vious, hence (i) holds. Now, take any l-complete B

′
l

that satisfies B
′
l ⊇ B. Pick any w ∈ Bl; from (2), it

follows immediately that σtw|[0,l] ∈ B|[0,l] ⊆ B
′
l|[0,l]

for all t ∈ � 0. B
′
l being l-complete implies w ∈ B

′
l.

Hence, B
′
l ⊇ Bl, and existence has been proven.

Corollary 1 is an immediate consequence of equa-
tion (2):

Corollary 1 Let Σ = ( � 0, W, B) be a time invari-
ant dynamical system and Σl = ( � 0, W, Bl) the
strongest l-complete approximation. Then,

(i) Bl

∣

∣

[0,l]
= B

∣

∣

[0,l]
,

(ii) Bl ⊇ Bl+1 ⊇ B ,

(iii) Σl = Σ ⇔ Σ is l-complete.

The following definition provides a link between
standard terminology from the field of DES (discrete
event systems) and the behavioural approach.

Definition 5 Let the sets W , Z, Z0 ⊆ Z, δ ⊆
Z×W×Z denote the external signal space, the state
space, the set of initial conditions and the next state
relation respectively. The pair P = (Z0, δ) is called
a state machine. If |W | ∈ � and |Z| ∈ � (both sets
are finite), P is said to be a finite state machine.
The behaviour Bs

� {(w, z)| (z(t), w(t), z(t + 1)) ∈
δ ∀ t ∈ � 0, z(0) ∈ Z0} is referred to as the induced
(full) behaviour, and Σs

� ( � 0, W × Z, Bs) as the
induced state space system. The external behaviour
Bex of Σs is defined to be the projection of Bs onto
W

�
0 , that is Bex

� PW Bs
� {w| ∃ z : (w, z) ∈

Bs}. Vice versa P is said to be a realization of a sys-
tem Σ = ( � 0, W, B) if B = Bex. This is denoted
by Σ ∼= P .

In order to construct a realization of Σl we set
up a suitable state space Z and a next state relation
δl. The procedure is based on memorizing the last
l external signals (w(t − l), . . . w(t − 1)) as state
z(t) ∈ Z at time t ≥ l, similar to [Wi89], section
2.4.9. Since our time axis is � 0 we need to take into
account the effect of shorter strings for t < l.

Z � {w?}
⋃

1≤r≤l

W r, Z0 = {w?} , (3)

where w? 6∈ W is a new “dummy” symbol meaning
“no external signal present so far”. The next state
relation is given by:

δl
� ⋃

0≤r≤l

δr
l ⊆ Z ×W × Z , (4)



where

δ0
l

� {(w?, w0, w0)| w0 ∈ B
∣

∣

[0,0]
} , (5)

δr
l

� {((w0, . . . wr−1), wr, (w0, . . . wr))|

(w0, . . . wr) ∈ B
∣

∣

[0,r]
} , 1 ≤ r < l,

(6)

δl
l

� {((w0, . . . wl−1), wl, (w1, . . . wl))|

(w0, . . . wl) ∈ B
∣

∣

[0,l]
} .

(7)

Theorem 1 Let Σl be the strongest l-complete ap-
proximation induced by the time invariant dynamical
system Σ = ( � 0, W, B). Then Σl is realized by the
finite state machine Pl

� (Z0, δl), defined by equa-
tions (3) – (7).

Proof: Let Bs,l denote the full behaviour induced
by Pl. We need to show Bl = Bex,l

� PW Bs,l.
Choose an arbitrary but fixed w ∈ W

�
0 and let

z(t) �






w? if t = 0,

(w(0), . . . , w(t− 1)) if 0 < t < l,

(w(t− l), . . . , w(t− 1)) if t ≥ l.

(8)

In order to prove w ∈ Bex,l ⇔ w ∈ Bl we first
assume w ∈ Bex,l. Hence there must exist a z′

such that (w, z′) ∈ Bs,l. From the definition of δl

it follows by induction that z = z′ and therefore
(z(t), w(t), z(t + 1)) ∈ δl for all t ∈ � 0. Further-
more, the definition of δl implies (z(t), w(t)) ∈ B|[0,l]

for all t ≥ l. Observe that by Corollary 1, part
(i), and by equation (8), w|[t−l,t] = (z(t), w(t)) ∈
B|[0,l] = Bl|[0,l] for all t ≥ l. Since Bl is l-complete,
this implies w ∈ Bl. We now assume w ∈ Bl. It is
obvious that (z(t), w(t), z(t+1)) ∈ δl for all t ∈ � 0,
and z(0) = w? ∈ Z0. Hence (w, z) ∈ Bs,l and there-
fore w ∈ Bex,l.

3 Hybrid state space systems

We now apply the results from above to a class of
hybrid systems. It is characterized by the fact that
the external signal is discrete (i.e. W is finite), while
the state set X is a product of

� n and a finite
set D. We still restrict systems to be time invari-
ant and discrete time. However, from our point of
view, it does not matter whether the time axis � 0 is
“clock time” (e. g. a regular sampling grid) or “logic
time”, enumerating the occurrence of events (where
events could be defined as certain continuous vari-
ables crossing certain threshold values).

Definition 6 Let W , X and δ with |W | ∈ � , X =�
n × D, |D| ∈ � , and δ ⊆ X × W × X denote

an external signal space, a state space and a next
state relation respectively. Then the state machine
P = (X, δ) is said to be a hybrid state machine.
Let Bs denote the the full behaviour induced by P .
Then the system Σs = ( � 0, W × X, Bs) is called
the hybrid state space system induced by P .

Since the external behaviour B = PW Bs in-
duced by P is time invariant, we can approximate
Σ = ( � 0, W, B) by its strongest l-complete approx-
imation Σl = ( � 0, W, Bl). Note that while the
full behaviour Bs is complete by definition, we can-
not expect B to possess any completeness property.
Hence, some degree of model accuracy will be lost
when approximating B by Bl. On the other hand,
we know from the previous section that Bl can be
realized by the finite state machine Pl and is hence
amenable to standard methods from the field of DES
theory.

We now discuss how to compute the next state
relation δl for a given δ.

Definition 7 For a given hybrid state machine P

in the notation of Definition 6 with induced external
behaviour B, let X t

l (w̄|[0,l]) ⊆ X denote the set of
all states at time t (t ≤ l) that are compatible with
w̄|[0,l] ∈ W l+1:

X t
l (w̄

∣

∣

[0,l]
) �

{ξ| ∃ (w, x) ∈ Bs : x(t) = ξ, w
∣

∣

[0,l]
= w̄

∣

∣

[0,l]
} . (9)

If the hybrid system is state trim (∀ ξ ∈
X ∃ (w, x) ∈ Bs, t ∈ � 0 : x(t) = ξ; see [Wi91],
page 270), the sets of compatible states can be de-
rived by a recursive formula, given in the following
proposition. Note that in state machine terminol-
ogy “state trimness of Σs” is equivalent to “P being
temporally nonblocking”, since the set of initial con-
ditions in P happens to be the entire state space.
See Definition 10.

Proposition 2 For any given state trim hybrid sys-
tem in the notation of Definition 6 and any trajectory
w̄ ∈ W

�
0 , the following holds:

X 0
0 (w̄

∣

∣

[0,0]
) =

{ξ| ∃ ξ+ ∈ X : (ξ, w̄(0), ξ+) ∈ δ} , (10)

X l+1
l+1 (w̄

∣

∣

[0,l+1]
) =

{ξ| ∃ ξ− ∈ X l
l (w̄

∣

∣

[0,l]
) : (ξ−, w̄(l), ξ) ∈ δ}

∩ X 0
0 (w̄(l + 1)) . (11)

Proof: It is obvious that any ξ in one of the left
hand side sets in (10) and (11) satisfies the condi-
tions stated on the respective right hand side. Hence
the left hand side sets are contained in the right
hand side sets. To show the converse, pick any
ξ from the right hand side set of equation (10).
State trimness implies that there exist trajectories
(w+, x+) ∈ Bs, x+(0) = ξ+ and (w−, x−) ∈ Bs,
x−(0) = ξ, w−(0) = w̄(0). Let x(t) � x+(t − 1),
w(t) � w+(t − 1) for all t ≥ 1, and x(0) � x−(0),
w(0) � w−(0). Then, (x(t), w(t), x(t + 1)) ∈ δ

for all t ∈ � 0. Hence (w, x) ∈ Bs, and there-
fore ξ = x(0) ∈ X 0

0 (w̄|[0,0]), yielding equation (10).



Now, pick any ξ from the right hand side set in equa-
tion (11). As ξ− ∈ X l

l (w̄|[0,l]), we know a trajectory
(w−, x−) ∈ Bs to exist such that w−|[0,l] = w̄|[0,l]

and x−(l) = ξ−. As ξ ∈ X 0
0 (w̄(l + 1)), there exists

a trajectory (w+, x+) ∈ Bs such that x+(0) = ξ

and w+(0) = w̄(l + 1). Completely analogous to the
previous case, we construct a trajectory (w, x) ∈ Bs

by concatenating (w−, x−)|[0,l] and (w+, x+). This

yields ξ ∈ X l+1
l+1 (w̄|[0,l+1]). Hence, it has been shown

that Equation (11) holds.

We still need to show how sets of compatible (hy-
brid) states are linked to the (discrete) next state
relation δl:

Theorem 2 Let Σs = ( � 0, W × X, Bs) be a hy-
brid state space system in the notation of Definition 6
with external behaviour B = PW Bs. Let δl be de-
fined by equations (4) – (7). Then, for every triple
(z, w0, z+) ∈ Z × W × Z, z = (z0, . . . zr−1), the
following holds: (z, w0, z+) ∈ δl if and only if con-
ditions (i) and (ii) are satisfied:

(i) If z = w? then z+ = w0 .
If z 6= w?, r < l then z+ = (z0, . . . zr−1, w0) .
If r = l then z+ = (z1, . . . zl−1, w0) .

(ii) If z = w? then X 0
0 (w0) 6= ∅ .

If z 6= w? then X r
r ((z0, . . . zr−1, w0)) 6= ∅ .

Proof: First assume (z, w0, z+) ∈ δl. Condition
(i) then obviously holds. Furthermore, there ex-
ists w ∈ B such that w|[0,r] = (z0, . . . zr−1, w0).
Since B is the external behaviour of Bs, there ex-
ists an x ∈ XT such that (w, x) ∈ Bs. Therefore
X r

r ((z0, . . . zr−1, w0)) cannot be empty, hence con-
dition (ii) holds. Vice versa assume conditions (i)
and (ii) to hold for a fixed (z, w0, z+) ∈ Z×W ×Z.
Now (ii) implies existence of a trajectory (w, x) ∈ Bs

such that w|[0,r] = (z0, . . . zr−1, w0). Observing
w ∈ PW Bs = B together with condition (i) yields
(z, w0, z+) ∈ δl.

As an example, consider a hybrid system in
strictly nonanticipating input/state/output form:

W = U × Y , |U | ∈ � , |Y | ∈ � , (12)

f : X × U → X , g : X → Y , (13)

δ � {(ξ, (ν, µ), ξ+)| ξ+ = f(ξ, ν), µ = g(ξ)} . (14)

Since the time axis is � 0, state trimness is guaran-
teed. Essentially, these are the same assumptions as
in [Rai97]. Indeed, the strongest l-complete approxi-
mation Σl induced by this hybrid system turns out to
be equivalent – up to a minor difference in the defini-
tion of z – to the “discrete abstraction Al+1” defined
in [Rai97], or the “abstraction Al” in [Rai98a]. Fur-
thermore, Σl is similar to the “condensed model of
order l” as proposed in [Mo98], where the (more re-
strictive) class of switched-integrator-systems is dis-
cussed. In our framework, Proposition 2 yields for

any u ∈ U
�

0 , y ∈ Y
�

0 :

X 0
0 ((u, y)

∣

∣

[0,0]
) = g−1(y(0)) , (15)

X l+1
l+1 ((u, y)

∣

∣

[0,l+1]
) =

f(X l
l ((u, y)

∣

∣

[0,l]
), u(l))

∩ g−1(y(l + 1)) .

(16)

Whenever one is able to repeatedly compute images
under f( · , ν) for fixed ν ∈ U , inverse images under
g, and intersections of those, the above equations can
be used to compute the sets of compatible states and,
hence, the next state relation for the approximation.

Before using the strongest l-complete approxima-
tion Σl for the purposes of supervisory control syn-
thesis, we summarize the proposed abstraction pro-
cedure: our starting point is a hybrid state machine
P = (X, δ). This induces the (full) behaviour Bs

and the (discrete) external behaviour B = PW Bs.
First, choose an l ∈ � and compute the sets of com-
patible states X r

r (ŵ|[0,r]) for all strings ŵ|[0,r], r ≤ l.
This can be done by a recursive formula as stated in
Proposition 2. Then, the (purely discrete) next state
relation δl is set up according to Theorem 2. From
Theorem 1, we know that Pl = (Z0, δl) is a real-
ization of the strongest l-complete approximation Σl

induced by Σ = ( � 0, W, B), hence Bl ⊇ B. Recall
that the latter is a necessary condition if controller
synthesis for Σ is to be based on Σl.

4 Supervisory Control

Roughly speaking, a supervisor’s task is to prevent
the (hybrid) system Σ = (T, W, B) from evolving on
trajectories which are deemed to be unacceptable –
the supervisor is meant to suitably restrict the be-
haviour B. The mechanism of interaction is to stop
w(t) from taking certain values in W . However, only
a subset Wc of elements in W can be “disabled”, or
controlled, by the supervisor, whereas elements in
Wuc

� W \ Wc cannot be prevented from happen-
ing. Moreover, we need to take into account that, in
general, it will not be possible to disable all elements
in Wc independently: the set Wc is partitioned into
disjoint subsets W i

c , i = 1, . . . , p,

Wc =

p
⋃

i=1

W i
c , W i

c ∩W j
c = ∅ for i 6= j, (17)

where either all elements in W i
c are disabled simul-

taneously, or all of them are allowed to occur.

Our solution procedure is as follows: we first syn-
thesize a supervisor for an l-complete approximation
Σl = ( � 0, W, Bl) of Σ by employing a modified ver-
sion of Ramadge’s and Wonham’s theory; a version
similar to the one presented here has been described
in [Rai98b]. Then, we show that the supervisor ob-
tained for Σl does indeed solve the problem for the
underlying hybrid system Σ.



In this section, the time axis � 0 is interpreted
to be “clock time”. To keep notation as simple as
possible, we assume that the acceptable behaviour is
defined on the same signal space W as B and Bl.
Hence, the acceptable behaviour is characterized by
a system Σspec = ( � 0, W, Bspec), which we assume
to be realized by a finite state machine Pspec, Σspec

∼=
Pspec, with state set Xspec, next state relation δspec,
and initial state set Xspec0

⊆ Xspec.

Recall that Σl is realized by a finite state ma-
chine, denoted by Pl = (Z0, δl), Σl

∼= Pl. First, we
formally remove all unacceptable trajectories by in-
tersecting Bl and Bspec. It is a well known fact that
a realization for the intersection of two behaviours
can be obtained by forming the parallel composition
of the realizations of the two behaviours:

Fact 1 Let Pl and Pspec be realizations of Σl =
( � 0, W, Bl) and Σspec = ( � 0, W, Bspec). Then,

( � 0, W, Bl ∩Bspec) ∼= Pl ‖ Pspec, (18)

where the parallel composition of Pl and Pspec is de-
fined by Pl ‖ Pspec

� (Q0, λ), and the set Q0 of
initial states is given by

Q0
� Z0 ×Xspec0

⊆ Z ×Xspec
� Q ,

and the next state relation λ ⊆ Z×Xspec×W ×Z×
Xspec is defined by

((z, xspec), w, (z′, x′spec)) ∈ λ

⇔ (z, w, z′) ∈ δl and (xspec, w, x′spec) ∈ δspec . (19)

Forming the parallel composition Pl ‖ Pspec for-
mally removes all transitions (elements in the next
state relation) which violate the specifications –
but this is done without caring for “implementabil-
ity”: we need to take into account that a transition
(q, w, q′) can only be eliminated if w ∈ Wc, that a
symbol w ∈ W i

c can only be disabled if all other sym-
bols in W i

c are disabled simultaneously, and that a
transition cannot be removed if that creates a dead-
lock situation – stopping time is impossible. The
optimal supervisor’s job can then be thought of as
enforcing the “least restrictive” but implementable
substructure of Pl ‖ Pspec. This is formalized in the
following paragraph:

Definition 8 Let λ1 = (q1, w1, q′1) ∈ λ and λ2 =
(q2, w2, q′2) ∈ λ. The transitions λ1 and λ2 are called
partners, if q1 = q2 and w1, w2 ∈ W i

c for some W i
c .

P̃ = (Q̃0, λ̃) is called a substructure of Pl ‖ Pspec

(denoted by P̃ ⊆ Pl ‖ Pspec), if λ̃ ⊆ λ, Q̃0 ⊆ Q0, and

a transition λi ∈ λ can only be an element in λ̃, if
all its partners are also contained in λ̃.

A state q2 ∈ Q̃ is reachable from a state q1 ∈ Q̃, if
there is a sequence of transitions from λ̃ connecting
q1 with q2. q2 is reachable if it is reachable from
an initial state q1 ∈ Q̃0. P̃ is called reachable if all
states q2 ∈ Q̃ are reachable.

Definition 9 Let Wc ⊆ W be the set of transition
labels of Pl (and hence Pl ‖ Pspec) which can be dis-

abled by a control agent. Let P̃ = (Q̃0, λ̃) be a reach-
able substructure of Pl ‖ Pspec with state set Q̃ and

with Q̃0 = Q0. Then P̃ is said to be controllable
w.r.t. to Pl, if (z, w, z′) ∈ δl (the next state rela-
tion of Pl), (z, xspec) ∈ Q̃, and ((z, xspec), w, −) 6∈ λ̃

implies that w ∈ Wc (− means “don’t care”).

Clearly, a substructure P̃ of Pl ‖ Pspec can only
be implemented by a supervisor if it is controllable
w.r.t. Pl. Another condition for implementability is
that the progress of time can never be stopped:

Definition 10 A substructure P̃ of Pl ‖ Pspec with

state set Q̃ and next state relation λ̃ is called tempo-
rally nonblocking, if for every reachable state q ∈ Q̃

there exists w ∈ W , q′ ∈ Q̃ such that (q, w, q′) ∈ λ̃.

Let P̃1 = (Q̃10
, λ̃1) and P̃2 = (Q̃20

, λ̃2) be two
substructures of Pl ‖ Pspec. Then the union of P̃1

and P̃2 is defined as

P̃1 ∪ P̃2
� (Q̃10

∪ Q̃20
, λ̃1 ∪ λ̃2). (20)

It is immediately clear that P̃1 ∪ P̃2 is another sub-
structure of Pl ‖ Pspec. The relation ⊆ induces a
partial ordering on the set of all substructures of
Pl ‖ Pspec.

Lemma 1 Let {P̃CN} be the set of all substructures
of Pl ‖ Pspec which are controllable w.r.t Pl and tem-

porally nonblocking. {P̃CN} is closed under union.

Proof: Let P̃1 and P̃2 be two substructures of
Pl ‖ Pspec with state sets Q̃1, Q̃2, and next state

relations λ̃1 and λ̃2, respectively. Let both P̃1 and
P̃2 be controllable w.r.t. Pl. Assume (z, xspec) is

in the state set of P̃1 ∪ P̃2, (z, w, z′) ∈ δl, but
((z, xspec), w, −) 6∈ λ̃1 ∪ λ̃2. Then either (z, xspec) ∈

Q̃1 and ((z, xspec), w, −) 6∈ λ̃1, or (z, xspec) ∈ Q̃2

and ((z, xspec), w, −) 6∈ λ̃2. In both cases, w ∈ Wc,

as both P̃1 and P̃2 are controllable w.r.t. Pl. Hence,
P̃1 ∪ P̃2 is controllable w.r.t. Pl. Now, assume that
both P̃1 and P̃2 are temporally nonblocking. Let q

be any element in the state set of P̃1 ∪ P̃2. Then
either q ∈ Q̃1, hence ∃w ∈ W and q′ ∈ Q̃1 such that
(q, w, q′) ∈ λ̃1 or q ∈ Q̃2, hence ∃w ∈ W and q′ ∈ Q̃2

such that (q, w, q′) ∈ λ̃2. Existence of a (q, w, q′) ∈
λ̃1 ∪ λ̃2 is therefore guaranteed, and P̃1 ∪ P̃2 is tem-
porally nonblocking.

Hence, if non-empty, {P̃CN} forms an upper-
semilattice (with the join operation being ∪).
Clearly, {P̃CN} is finite. Therefore, the following
holds:

Corollary 2 If {P̃CN} is non-empty, there exists
a (unique) greatest substructure of Pl ‖ Pspec

(w.r.t. the ordering via ⊆) which is controllable
w.r.t. Pl and temporally nonblocking.



If {P̃CN} is non-empty, denote its supremal ele-
ment by Psup = (Qsup0

, λsup). It can be interpreted
as the transition structure of Pl ‖ Pspec that sur-
vives under the least restrictive implementable su-
pervisory control policy which guarantees the spec-
ifications to be met. It can also be interpreted as a
realization of the supervisor, which, at every state
q ∈ Qsup, disables certain symbols from Wc ⊆ W .
Denote the dynamical system induced by Psup by
Σsup = ( � 0, W, Bsup), Σsup

∼= Psup. By construc-
tion,

∅ ⊂ Bsup ⊆ Bl ∩Bspec. (21)

Psup can be formally synthesized via a fixed-point
algorithm in a computer-aided design environment.
This procedure has been coded in C++ with an ob-
ject oriented architecture [O’Y98].

If {P̃CN} is empty, the supervisory control prob-
lem has no solution. This implies that either the
strongest l-complete approximation Σl is too coarse,
or the specifications are too strict (they cannot be
met no matter how accurate our approximation is)
and need to be relaxed. In the former case, we
need to provide a finer approximation: we can try
the strongest k-complete approximation Σk, k > l,
which, by Corollary 1, is guaranteed to be at least as
accurate as Σl.

5 Applying supervisory control to Σ

We still need to answer the following question: what
is going to happen when we “connect” the supervi-
sory controller Σsup = ( � 0, W, Bsup) ∼= Psup to the
underlying (hybrid) system Σ = ( � 0, W, B) ∼= P ?
In the behavioural framework, connecting two sys-
tems amounts to intersecting their behaviours. The
closed loop behaviour Bcl is therefore Bcl = B ∩
Bsup. Hence, the parallel composition Psup ‖ P

is a realization of the closed loop system Σcl =
( � 0, W, Bcl). As B ⊆ Bl (Corollary 1) and Bsup ⊆
Bspec (equation (21)), this implies that the system
Σ under supervision Psup will not exhibit any unac-
ceptable behaviour:

Bcl ⊆ Bspec. (22)

Since the supervisor is still not able to stop time, we
need to ensure that the parallel composition Psup ‖ P

is temporally nonblocking. To do this, we need to im-
pose additional structure on Σ: we could, for exam-
ple, restrict ourselves to the class of strictly nonantic-
ipating hybrid systems defined in (12) - (14). Then,
Wc = W = {(ui, yj), i = 1, . . . |U |, j = 1, . . . |Y |}
and W i

c = {(ui, yj), j = 1, . . . |Y |}, i.e. the supervi-
sor can disable all “control symbols” ui ∈ U inde-
pendently. Since the supervisor is temporally non-
blocking by construction, for every state (z, xspec)
reachable from an initial state, at least one partition
W i

c of external symbols is allowed to occur. Now ob-
serve from equations (12) - (14) that for every hybrid
state ξ ∈ X there exists w ∈ W i

c and ξ+ ∈ X such

that (ξ, w, ξ+) ∈ δ. Hence, the parallel composition
Psup ‖ P indeed is temporally nonblocking.

6 Conclusions

In this contribution, we use the framework provided
by Willems’ behavioural systems theory to suggest
an approach for synthesizing supervisory control for
hybrid systems. We find the strongest l-complete
approximation for the hybrid system; this approxi-
mation can be represented by a finite state machine;
hence slightly modified tools from DES theory can
be applied to solve the supervisory control problem
on the approximation level. It is then shown that
the desired closed loop properties are retained if the
supervisor is connected to the underlying hybrid sys-
tem.
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