HIERARCHICAL CONTROL FOR STRUCTURAL
DECENTRALIZED DES

Klaus Schmidt, Johann Reger, Thomas M oor

Lehrstuhl fir Regelungstechnik, UniverattErlangen-Nirnberg
CauerstralRe 7, D-91058 Erlangen, Germany
klaus.schmidt@rt.eei.uni-erlangen.de

Abstract: In this contribution, we consider structural elgitalized DES and supplement
the existing control architecture with a two-level hietarcFor the proposed overall sys-
tem, we prove hierarchical consistency and that the cltsaglbehavior is nonblocking.
A comprehensive example demonstrates the computationefibef our method.
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1. INTRODUCTION In hierarchical architectures (Zhong and Wonham,
1990; da Cunha et al., 2002; Hubbard and Caines,
2002), controller synthesis is based on a plant ab-
In the past decade a great variety of ideas have beertraction (high-level model), which is supposed to
studied to reduce the complexity of synthesis algo- pe |ess complex than the original plant model (low-
rithms for the supervisory control of discrete event |eyel model). Technically, abstractions can be defined
systems (Rudie and Wonham, 1992; Jiang et al., 2001;55 |anguage projections. While from worst case sce-
Yoo and Lafortune, 2000; Hubbard and Caines, 2002; harios projections are known to be of exponential
da Cunha et al., 2002; Zhong and Wonham, 1990; Leecomputational complexity, application relevant cases
and Wong, 2002; Wong and Wonham, 1996). A key wjith polynomial complexity are identified in Wong
ingredient of promising approaches is to assume or(1997). An important question is how to derive the
to impose a particular control architecture, such that pjant abstraction, such that a high-level controller can
computationally expensive product compositions of pe jmplemented by available low-level control actions
individual subsystems can be either avoided altogethernierarchical consistency). A characterization of this

or at least postponed to a more favorable stage in theproperty is given in Zhong and Wonham (1990).
design process. Our contribution builds on two recent

results from this category, namely structural decentral- In this paper, we consider the decentralized setting of
ized control and hierarchical control. Lee and Wong (2002), where the overall system is
modelled by the synchronous product of the individual
The decentralized control architecture proposed by subsystems. As an abstraction, we propose the natural
Lee and Wong (2002) addresses plant models thattanguage projection based on the shared events. We
are composed of a number of subsystems, which arethen show that this abstraction does comply with hi-
coupled via shared events. Specifications are givenerarchical consistency as defined in Zhong and Won-
for each subsystem individually, and the task is to ham (1990). Furthermore, the high-level model can
synthesize individual supervisors. As the subsystemsbe computed by the synchronous product of the pro-
are coupled, synthesis will in general need to refer to jections of the individual subsystems (rather than the
the synchronous product of all subsystems. Conditionsprojection of the product of the individual subsys-
under which such product can be avoided are given intems). Whenever the projections of the subsystems
Lee and Wong (2002). behave computationally nicely, this change of order



promises a substantial computational benefit. This isL(S/G) and (2)so € L(S/G) iff s€ L(S/G),0 € §(9)

demonstrated by an example.

The outline of the paper is as follows. Basic notations

and definitions of supervisory control theory are re-

called in Section 2. Section 3 and Section 4 introduce
structural decentralized and hierarchical control of
discrete event systems, respectively. In Section 5, both

andso € L(G). Thus,L(S/G) represents the behav-
ior of the closed-loop systenilo take into account
the marking ofG, let Liy(S/G) := L(S/G) NLm(G).
The closed-loop system inblockingif Lm(S/G) =
L(S/G), i.e. if each string if.(S/G) is the prefix of a
marked string in.m(S/G).

methods are combined so as to form a decentralizedA languageH is said to be controllable w.r.t.(G)

and hierarchical control architecture. A comprehen-

sive example in Section 6 illustrates our contribution.

2. PRELIMINARIES

We recall basic facts from supervisory control theory.
(Wonham, 2001; Cassandras and Lafortune, 1999).

For a finite alphabek, the set of all finite strings
over X is denotedX*. We write s;s, € 2* for the
concatenation of two strings;, s € *. We write
s1 < swhensg; is aprefixof s, i.e. if there exists a string
s € ¥ with s= 1. The empty string is denoted
€2 i.e.se=¢es=sforall se Z*. A languageover
>isasubset! C >*. Theprefix closureof H is defined
by H := {s; € Z*|3se€ H st. s; < s}. A languageH

is prefix closedf H = H.

The natural projection p: >* — 2¥, i = 1,2, for the
(not necessarily disjoint) unioh= %; U2, is defined
iteratively: (1) letpi(e) :==¢; (2) forse 2*, 0 € %,
let pi(so) := pi(s)o if o € Zj, or pi(s0) == pi(9)
otherwise. The set-valued inverse pf is denoted
prtZ — 22, prit) := {s€ = pi(s) = t}. The
synchronous product H|H, C ~* of two languages
Hi C 37 is Hy||H2 = py H(H1) Npy t(Hg) C 2%

A finite automatonis a tuple G = (X,Z,d,Xo, Xm),
whereX is the finite set obtates Z is the finite alpha-
bet of events d: X x £ — X is the partialtransition
function xg € X is theinitial state andXn, C X is the
set ofmarked statesWe write 8(x,0)! if & is defined
at (x,0). In order to extendd to a partial function
on X x ¥, recursively let(x,€) := x andd(x,s0) :=
0(3(x,s),0), whenever bothX = 8(x,s) andd(x,0)!.
L(G):={s€ X" :d(x0,9)!} andLm(G) := {s€ L(G):
0(Xo,S) € Xm} are theclosedand marked language
generated by the finite automat@nrespectively. For
a formal definition of the synchronous composition
of two automatas; and G, we refer to e.g. Cassan-
dras and Lafortune (1999) and note thé6,||G;) =
L(G1)[[L(G2).

WhenL(G) represents the plant behavior in a supervi-
sory control context, we writg& = >, UX,, Z.NX, =
0, to distinguishcontrollable (X)) anduncontrollable
(Zu) events. Acontrol patternis a sety, 2, CyC Z,
and the set of all control patterns is denofed 2%.
A supervisoris a mapS: L(G) — I', whereS(s) rep-

if there exists a supervis® such thatH = L(S/G).
The set of all languages that are controllable w.r.t.
L(G) is denotedC(L(G)) and can be characterized
by C(L(G)) = {H C L(G)| 3S s.t. H = L(S/G)}.
Furthermore, the sef’(L(G)) is closed under arbi-
trary union. Hence, for evergpecificatiorlanguagee
there uniquely exists aupremal controllable sublan-
guageof E w.r.t. L(G), which is formally defined as

K (g)(E) := U{K € C(L(G))| K C E}. A supervisor

S that leads to a closed-loop behavioy ) (E) is
said to benaximal permissiveA maximal permissive
supervisor can be realized on the basis of a generator
of K| () (E). The latter can be computed fro@ and

a generator oE. The computational complexity is of
order O(N2M?), whereN andM are the number of
states inG and the generator d, respectively.

AlanguageE is Liy-closedif ENLy, = E and the set of
Lm(G)-closed languages is denotég, ). For spec-
ificationsE € # (), the plantL(G) is nonblocking
under maximal permissive supervision.

3. STRUCTURAL DECENTRALIZED DES

Structural decentralized DES as proposed in Lee and
Wong (2002) are composed of subsystems, realized by
finite state automat&;, i = 1,2,...,n with respective
alphabetg;. The synchronization of each two subsys-
temsG; andG; is organized via shared everignz;.

Definition 3.1. A decentralized control syste(@CS)
consists of subsystems, modelled by finite state au-
tomataG;,i = 1,...,n over the respective alphabets
Z;. The overall system is defined &= ||!'_ ,G; over

the alphabek := i ; Z;. The controllable and uncon-
trollable events arg; ; := Zj N Z¢ andj , := % N X,
respectively, wher&. Uz, = andZ;NZ, = 0. For
brevity and convenience, let:= L(G), Lm := Lm(G),
L= L(Gi), andLi,m = Lm(Gi).

For our applications we assume local specifications
E € F,, C%f,i=1,...,n for each subsysterfs;.
Relative to the overall alphabdt, the E; become
(pi)~Y(E), wherep; : = — = denotes the natural
projection. Taking into account the languagef G,

the global specification i§ = N (pi) ~*(E) NL.

There are two approaches for generating a supervisor

resents the set of enabled events after the occurrencénplementing the given set of specifications: the syn-

of string s; i.e. a supervisor can disable controllable
events only. The language(S/G) generated byG
under supervisiors is iteratively defined by (1} €

thesis of a monolithic supervis&for the overall spec-
ification E leading to the closed languag¢S/G) =
KL(E) of the supervised system, and the synthesis of




local supervisor§ for G andE;, i =1,...,nresulting  two levels are interconnected \@on{'® andin f'oni,
in |I;L(S/Gi) = Na(pi) "t (ky (E)) NL; for the  The former allowsS" to impose high-level control on

second approach see Figure 1. g9, the latter drives the abstract pla@t' in accor-
G S s dance to the detailed model. From the perspective of
Gh |« S « the high-level supervisor, the forward path sequence
,P—“T V& : 5 Conf'®, Corl° is usually designated “command and
G2 e S |« f control”, while the feedback path sequenicef'®",
i Gy | S, <_Zn InfM is identified with “report and advise”. Formally,
|_ ‘ _| the high-level abstraction is defined as follows.

Definition 4.1.(Hierarchical Abstraction). LetG =

Fig. 1. Structural Decentralized Control Structure (X,Z,8,%,Xm) be a finite automaton and" C = a
set of high-level events. Aeporter mag is a map
In Lee and Wong (2002), conditions under which g : 5* — (shi)* such that (1)8(¢) = ¢ and (2) ei-

both approaches lead to the same overall result argher 8(so) = 6(s) or 6(so) = B(s)a", where o
developed. Thus, fdr= 1, ..., nthe following holds: ¥, o' € =", The high-level language is defined by
n LM := B8(L(G)). The high-level marking is chosen s.t.
() (ki (Bi) =KL(E), (1)  Lhic LM whereL! is required to be regular. The
1 canonical recognizer df?! is denoteds™, and hence,
pi(kL(E)) is nonblocking W.r.tL; m. @  L(@G") =L", Lm(G") = Lf. Finally, high-level con-
’ trollable and uncontrollable events are dentﬁ_@dand
Theorem 3.1(Structural Decentralized DES Lee and 2 respectively, wherg" = 53 UZll, 1Nz} = 0.
Wong (2002)). Using notation as in Definition 3.1,
denote the natural projectiop’ : (% UZj)* — 2.
Suppose thd; € 7, , and thatfoi, j=1,...,n,i # |

For our control architecture, not only the high-level
events and the reporter map, but also the choice of
controllable and uncontrollable eveni! and =/l

(i) LimmarksZinzj,i.e. are essential. For the synchronous composition of
. L subsystems, we will show in Section 5 that this choice
Z(EinZ)NLim € Lim(ZiNZj) (3)  can be based on shared events.
i) L i i [nfhi Infhi
(i) Lj andL; are mutually controllable, i.e. o ] o gi ¢ - o
- L - [ (= S AR o GO 2 i
LEZunz)np! ((p)) L)) € L 4) Cor" —5 -|C°m )
) Con’f‘"ol clohi Conflo | ciohi
Then (1) and (2) hold: n o e
'O InfP @g i COHO:...
In order to discuss the computational complexity, let s s © S e | :
Corl° Inf'°
N and M denote bounds for the number of states 0
in G; and generators OE;, respectively. TherN" (@) (b)

and M" are the respective bounds for the number _. . .
of states in the overall system. The computational F19- 2. Hierarchical Control Schemes

complexity of the monolithic synthesis procedure is gqr our further discussion, we need to define the

2n\12 o 2012
O(N'M), whereas it isO(nN°M?) for the local  jnterconnection of low- and high-level supervisors
synthesis approach. Itis clear that this benefit does noty iy the plant.

come for free. The approach in Lee and Wong (2002) . )
requires the computation of the language projection Definition 4.2 (Hierarchical Control System). Refer-
(with exponential worst case complexity) in condition fing to the notation in Definition 4.1, aierarchi-

(4). HoweverG = ||, G need not be computed. cal control system (HCSjonsists ofG, G, S and
S°, where thehigh-level supervisor S and thelow-
level supervisor '8 fulfill the following conditions:

4. HIERARCHICAL CONTROL Qi LN — N with the high-level control patterns
rhi= {yj=h Cc yC 3"} and S° : L(G) — I with

We consider the event-based hierarchical control schergg_(3°/G)) c L(S"/GM).

in Zhong and Wonham (1990) (Figure 2 (a)).

. . _ . g . h| .
The detailed plant modeB and the supervisoE° Given a. h'g? level speC|f|ciat|ohI?I € Juy» h\?'e 9an
form a low-level closed-loop system, indicated by SynthesizeS" such thatl (S"/G") = kyni(E™) with
Corl® (control action) andnf'® (feedback informa- @ nonblopk_mg hlgh_-leve_l closed-loop. At this stage,
tion). Similarly, the high-level closed loop consists of (€ remaining task is to implement high-level control

an abstract plant mod& and the supervis@". The actions for the low-level plant by means $¥.

2 Inthe sequel, we focus our attention on the reporter fnap™,
1 Note also that in this cade € #,,. wherep" is the natural language projection in@")*.



Definition 4.3.(Hierarchical Control Problem).

Given G,G" ' find a low-level supervisoB° as
in Definition 4.2 such that the low-level controlled
language of the HCS,(S°/G), is nonblocking.

On the one hand, there may not exist a low-level
supervisorS° such that(L(S°/G)) = L(S"/G"),
and we end up with a strict subset relation. This is
interpreted as an overoptimistic high-level supervisor
expecting low-level behavior that is not possible. On
the other hand, if the above equation turns out true for
someS?, it provides a powerful tool to show that the
the low-level is nonblocking. This is one motivation
for the following notion of hierarchical consistency.

Definition 4.4.(Hierarchical Consistency (HC)). The
hierarchical control system in Definition 4.2 liger-
archically consistenif the following applies:

8(L(S°/G)) =L(S"/G"). (5)

There has been a variety of event-based contributions

which tackle the complexity problem associated with
the hierarchical abstraction and which provide appro-
priate definitions of the high-level marking as well as
high-level controllable events in order to prove hierar-
chical consistency. Zhong and Wonham (1990) intro-
duces the notion of strict-output-control-consistency
to guarantee a consistent low-level controller fulfill-
ing a high-level specification. Blocking is not con-
sidered in this approach. da Cunha et al. (2002) uti-
lizes a generalized model for controlled DES in the
high-level to obtain hierarchical consistency without
adding complexity by refining the hierarchy. Moor
et al. (2003) uses Willems'’ I/0 behaviours to establish
a nonblocking hierarchical control architecture. Other
state-based approaches (Hubbard and Caines, 200
use state-aggregation for hierarchical abstraction.

5. HIERARCHICAL CONTROL FOR
DECENTRALIZED SYSTEMS

We discuss how a combination of the decentralized

U ;Z;. Relevant languages dre= L(G), Ly =
Lm(G), Li :==L(G;i), andLj m := Lm(G;i), control-
lable and uncontrollable events &g = > NZ¢
andj , = %N, as in Definition 3.1.
Local low-level controllers are denot&t: L —
i, wherel; are the respective control patterns.
Low-level closed-loop languages are denoted
L= L(S/Gi), LSy = LEMLim, LS 1= [J1LE,
L= [IL4Lfm = LN Lm. Also let G be a gen-
erator such that® = L(G°), LS, = Lm(G°).
For the abstraction the reporter m&y= p" is
used, wherg" : ¥* — (=")* denotes the natural
projection andE" := J; ; ;.;(ZiNZ;). The high-
level language i&" := 6(L¢) and®

L= (8 e L] (M) &) LG, # 0}
with canonical recognize" s.t. L"" = L(G"),
L — L, (G"). High-level controllable events are
defined agl' := 5. N =" andz]l := 5, N ="',
The high-level supervisor is denot&f : LN —
rhi with the high-level closed-loop language
L(S"/GM). Avalid low-level supervisoB°: L —
I must fulfill 8(L(S°/G)) C L(S"/GM).

Lemma 5.1(High Level Plant). Assume the control
architecture of Definition 5.1 and l&t" = p"(LS).
Then the high level language is

LM = pM ([ yLf) = (|, L

Proof (Sketch): We use induction and the identity
po(H1|[H2) = po(H1)||po(H2) for languageH; and
H, with alphabetg, and>y, and the natural projec-
tion po : (ZHl UZHZ)* — (Zp)* with g C (ZHl Usz)
and (X, N>H,) C 2o as in Wonham (2001). O

he previous lemma enables the computation of the
ierarchical abstraction by only using the hierar-
chically abstracted subsystems and it is not neces-
sary to compute the full low-level plant automa-
ton. Consequently the computational effort reduces
from computing || ;L{ and subsequent projection
pM(J|"_,LE) to first computingp™(LE) and then eval-
uating ||, p"(LF). While technically the computa-

approach in Section 3 with the hierarchical approach tional complexity is of the same order, a significant
in Section 4 can improve the computational efficiency computational benefit shows in applications where re-
of supervisor synthesis; see Figure 2 (b) for our pro- alizations ofp" (L) have less states than those ff
posed overall scheme. As our detailed plant model, por our further discussion, we assume that the low-
we consider a structural decentralized DES... G, |evel subsystems fulfill conditions (i) and (ii) in The-
G = |4 Gi, subject to local feedback control by su-  grem 3.1 and that the low-level supervisors have been

. . h
pervisorsS, ..., S,. The abstractiorG™ of the low-  gynihesized to enforce a local specificatiare Fiimi
level closed loop is based on the observation of shared; o | ¢ . L(S/Gi) =K., (). Thus, as a result of The-
e.Lf: (Ei). ,

events™ via Inf'°". A high-level supervisoS" is orem 3.1, the low-level is nonblocking, i = L¢..
designed to contraB", where effect on the low level "

is taken viaCon{'° and a low-level supervis@®. The next theorem gives a possible choice of the low-

level supervisor such that the proposed control archi-
Definition 5.1. A Hierarchical and Decentralized Con- tecture is hierarchically consistent and nonblocking.

trol System (HDCS) consists of the following entities. Theorem 5.1.(Main Result): Let the hierarchical con-
« A detailed plant model is a decentralized control trol architecture for structural decentralized DES be

systemG := || ;G; with subsystems5; over

respective alphabetg;, i = 1,...,n and X ;= 3 By constructiorLM is regular.



defined as in Definition 5.1 and define the low-level synthesis; wherél, N, MM denote number of states
supervisoiS° for eachs € L° as in G°, G" and the canonical recognizer &, re-
S(s) := S (pM(s)) U (Z—=M). spectively. Again, in the case &f" < N we expect
a computational benefit.
Then S° is valid according to Definition 4.2, the

HDCS is hierarchically consistent and the controller 6. EXAMPLE
is maximally permissive. In particulag® solves the
hierarchical control problem in Definition 4.3 We consider the two cooperating machine célfsand

G given in Figure 3. Both machines have 6 states.

Proof: We use induction to show th&° is valid, i.e.
pM(L(S°/G)) C L(S"/G"). Obviouslye € L(S°/G®)
and p"(g) = € € L(S"/G"). Pick anys ando € =
with so € L(S°/G®) and p"(s) € L(S"/G"). Then
eithero € 3" or o € (X — ™). In the first caseg €
S°(s) implies o € S"(p"(s)) and, hencep™(so) =
pM(s)o € L(S"/G"). In the second casp"(so) =
phi(s) € L(S"/GM).

We prove hierarchical consistency by induction. As
validity has been established above, we are left to . )
show phi(L(S°/GE)) 2 Kk w(EM). It is clear thate e Fig. 3. local machine&; andG,
pM(L(S°/G°)) ande € k ni(EM). Let " € k ni(EM)

ands" € p"(L(S°/G%)) and assume foo™ € =M,

Sig" € k. (EM). Thena" € S(s") and by defini-
tion of the low-level supervisd®, Vs (p™)~1(s")n

LC we know thato™ € S°(s). Further on, ag"o" ¢

LM it follows that 38 € L¢ s.it. § e (p™)~1(s)

andsa" € L°. But thendo" € L(S°/G®) and thus
phi(slohi) _ phi(s')ohi — qighi € phi(L(go/Gc)).

For proving nonblocking behavior it must be shown
that L(S°/G°) = L(S°/G¢)NLE,. As L(S°/G°) D

L(8°/G°) NL§is obvious, we only grovE(SO/GC) S Following the lines of Lee and Wong (2002) (3) holds
L(S°/G)NLE, Assume s € L(E/G ) but s & 45 all states before shared events are marked. The
L(3°/G°)NLg, As L(S°/G) C L§, se L§ holds,  mutual controllability condition (4) foi, j = 1,2 is

and thuss ¢ L(8°/G°) N L, requires thatu € =* s.t. also valid. For example, from Figure 3 and Figuré 4
sue LS, 30" € 3N andu,u” € 5* st.u=uc"u it can readily be observed thef is controllable w.r.t.
ando™ ¢ S°(su) andV < U, s ¢ LS. 4 Now let (p3?)~1(p}(L2)) and the event ety NZ;. ©

u be such thasue LS, and leta", U, u” as above.

Then it holds thap; (sU) € L; m for i such thab™ € 3;

1)
because of (3) antti s.t. o ¢ 3; (letiy,...,im be @ (o}
(3) # %i (Ietis,....im OISO
()

The eventy represents the start of the cooperation
of the two machines) indicates that the cooperation
terminated successfully angl represents failure of
the cooperation. The machines evolve independently
while a1,...,ay or by,...,by occur. Thus the shared
events are&Z; N%y = {y,8,¢} and the uncontrollable
shared events af, ¢ }.

6.1 Hierarchical Method

the corresponding indices)y; € (% —=")* such that
pi(S)ui € Lf, asLf = m Thussuu, Ui, ... U, € L§, -
and thuss € L(S°/G°) NLE,. Fig. 4.(p3%) ' (pi*(Lom))

For proving maximal permissiveness we assume thatThusG = G; ||G; constitutes a structural-decentralized
38° as in Definition 4.2 s.1.(S°/G°) ¢ L(S°/G°) C control system and we identify as the low-level plant
(p")~1(L(S"/G")) with S° from Theorem 5.1. Then  of a HDCS. The low-level specificatior; and E»

Js e L(8°/G%) with s = phi(s) e L(S"/GM) but in Figure 5 are controllable w.r.t. their respective sub-
s ¢ L(S°/G®). Because of HGIS € L(S°/G°) with  systems and are identical to the low-level controlled
pli(s) = " ands=Suwith uc (£ —2")*. Butwe  subsystem&$ andGS.

know that(Vsu' < su), (£ —=") € S°(su) and thus
s=sue L(S°/G®), which contradicts the assumption
andS° is maximally permissive. O

Now, in addition to low-level supervision, the high-
level specificatiorEM in Figure 6 is implemented by
employing our hierarchical control methda! states

By the above theorem, the complexity of synthesis for that after the occurrence of two successive failures in
the high-level specification becomeg(N™)2"(M")2)  cooperation no more cooperation should take place.
compared toO(N?"(MM)2) for the local monolithic

5 © = {ay,a,a3,a4,85,35,a7}. The corresponding transition is
4 This means all extensions sfo a marked string must be disabled labeled with a tick as contains controllable events.
and disabling can only occur if a high-level event is diseltig S°. 6 The reverse relation is obvious because of symmetry.



7 states for the case without high-level control. Thus,
compared to our method the high-level specification
must be decomposed, which leads to relatively large
low-level supervisors.

7. CONCLUSIONS

Fig. 5. low-level specificationg; andE; Recent work in control of DES has been focused on
exploiting structural properties for reducing the com-
@»@ ¢ @ Y O ¢ O putational complexity of DES controller synthesis.
W Our approach embeds a decentralized approach Lee
and Wong (2002) in a hierarchical control scheme
and it was shown that our architecture guarantees
nonblocking behavior of the controlled system. Fur-
For the abstractiors" = {y,8,¢} and Figure 7 shows thermore we pointed out that hierarchical consistency
recognizersG' and G}’ of the respective supervised need not be verified as it is directly implied by the pro-
subsystem&§ andG$. It turns out that, in this case, posed control architecture. The computational benefit
the computation of the projection is easy as the co- of our method was illustrated by an example. Ongoing
operating part and the independent part of the two work aims for weaker conditions guaranteeing non-
machines are clearly separated. The high-level plantsblocking behavior and the demonstration of our results
have only two states. By computing the synchro- by a laboratory case study of a manufacturing system.
nous composition of the abstracted subpla@lfsand
GE' we obtain the two-state high-level pla@f" =
Gl'||G‘2“. Itis evident that this is easier than computing REFERENCES
p"(LS||LS), whereG§||GS has 26 states.

Fig. 6. high-level specificatioE"
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