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Abstract—We propose a framework for the hierarchical a single top-level controller is synthesised to control an
design of discrete event systems that addresses both safetydan gpstract overall model.
liveness properties. Technically, we build on a notion of inputs

and outputs that is closely related to J.C. Willems’ behavioural hierarchy of

systems theory. We develop a structural admissibility condition controllers y A

that allows for abstraction-based controller synthesis similar \ \

to previous work on hybrid control systems. A key feature

of our framework is an alternation of subsystem composition

and controller synthesis that is expected to be computationally

efficient whenever the complexity of the safety specifications is u T H u T H u T H

independent of the respective layer in the hierarchy. | | | | | | |

l. INTRODUCTION [Plantt] [Plantz] [ Plan [ Planth [ Planis| Plais

It is common engineering practice to organise complex ""*’*’"’?’%"’%’4’"*"&”A”%”?”&”’

control systems in a hierarchical manner. For discreteteven
systems, complexity typically stems from an overall plant
that is composed of a large number of subsystems with

hierarchy of \ |

some nontrivial interaction between subsystems and/ar-spe environment 5 7
ified cooperative behaviour. In such a situation monolithic models
controller synthesis procedures (e.g. [13]) that requine a Fig. 1. Hierachical control system

explicit representation of an overall plant model face a
prohibitive computational cost since the overall number of , .
. . Technically, the paper presents a system theoretic frame-

states depends exponentially in the number of subsystems. :
. . . ork that allows for abstraction-based controller synthe-
Hierarchical approaches provide means to decompose the . . . . .
SIS in the presence of hierarchical system interconnection

overall control problem into & number of less complex pro Abstraction-based synthesis has been studied extensively

lems, typically employing a hierarchy of plant abstracsion . the context hybrid control systems: e.g. [1], [5], [10]
One aim is to avoid explicit reference to the exact overa‘P . . S e A '
n this paper, we build on the core ideas of [10] and a

plant model in the controller synthesis procedure. hierarchical extension [12], both stated within J.C. Wiile

colrz tct]slst'c?r?n;::zugg?nrvc\)ﬁerprsopnc;ﬁis't(s) .?llti:gafjeess.ugsg?tﬁ._ehavioural systems theory [16]. The results can, in prin-
positi y S '9 ' iple, directly be applied to discrete event systems, with

erarchical coptrql sys.tems;'see Fig. 1. qu approach aﬁu’rther extensions required for subsystem composition and
dresses applications in which the synthesis of each lo

. . two-sided controller- and environment hierarchy. Howeve
level controller requires a detailed plant model, but doe y ©

Addressing discrete event systems, languages over urfions o
so only for a small number of subsystems. Thus, on th g y » |anguag

. ; Siphabets (e.g. control everits and measurement evers
lowest level of the hierarchy, we synthesise a large numb b eg

&mount tox = UUY) offer a more concise representation
of controllers for a large number of groups of subsyste

MPan behaviours«f-languages) over Cartesian products of
with a small number of subsystems each. When proceedig%)gnal spa\éle: (ea(gz :glij ?( Y)) 'I\'/his showsl in F:)artiléular

:)(; E[EZ n?;(tcéi\;?:] ofktah;h;erz;rﬁh;/k,) V;’;;fsoenﬂ;? t?}%ez'ggzgﬁe hen one system (e.g. plant) is connected to two others
P Ing level as s ' .g. controller, environment) and signals run on différen

groups of subsystems. We then synthesise controllers f Fescales. Therefore this paper presents results frofy [10

groups of abstracted low-level control systems. The latt 52] in a format adapted for discrete event systems and

have been designed independently, so constraints in int tends those results to provide a framework for hieraathic

connection of groups of subsystems (e.g. shared resources). | system design according to the above approach.

have not yet been considered. Our framework accounts for . . .
. . . A number of hierarchical concepts have been discussed
such constraints by a hierarchy of environment models that

complements the hierarchy of controllers. The alternatibn M the discrete event systems literature. In [2], [4], [17],

o . : 8], authors develop hierarchical system architectunes t
system composition, controller synthesis and environme : . .
. N : : . .Telate to our work in that each layer implements supervision
interconnection is continued in a bottom-up fashion unti : .
and measurement aggregation and thus provides an abstract

Lehrstuhl fir Regelungstechnik, UniverattErlangen-Nrnberg, D-91058 YieW on the layer below. There is algo a strong Con_C_eptual
Erlangen, Germangebasti an. perk@t . eei . uni -erl angen.de  link to [3], [7], [9], [14] where the vertical (de)-compogit



introduced by a hierarchical architecture is complemehted [1l. 1/O PLANTS

a horizontal (de)-composition of modular or decentralised \ye gevelop a class of discrete event systems that interact
supervision. In all references given, the preservation Qfjt, an operator and an environment via input (control) and
fundamental properties across levels of abstraction isnagpr output (measurement) events; see Fig. 4. To begin with

concern. In this contribution and in contrast to the refeesn a system consists of an alphabet (or signal space) and a
relevant fundamental properties are derived from Wi”emsl’anguage over that alphabet.

notion of free inputs and non-anticipating outputs.

The paper is organised as follows. Section Il recall®efinition lll.1. A systemis a tupleS = (X, £) with the
basic notation and common operators on languages. SéPhabet and the language < *. O
tion Il provides a language version of free inputs and non-
anticipating outputs to define a class of /0O plants. We We say the system completedfis complete, the system
derive a control problem that allows for abstraction-basel§ regular if £ is regular, the system is prefix-closed 4f
controller synthesis while preserving certain livenessl anis prefix-closed etcThroughout this paper we consider
safety properties in Section IV. This setting already aotsu Prefix-closed systems only
for hierarchical controller design. Section V introduces a The following notion of a plant-l/O port relates to
additional horizontal composition of subsystems to bl t Willems’ /O behaviours in that the input is free and the

system architecture as proposed above. output does not anticipate the input. In contrast to e.g}, [16
we do not require the output to process the input and thereby
Il. PRELIMINARIES account for non-deterministic external behaviour. In casit

to the usual notion of controllable and uncontrollable ¢sen
Let X be a finite alphabet. The Kleene-closlEé is the we require alternation of measurement events Y and
set of finite strings oveZ; i.e. * ={s|3neNp,Yi <n: control eventsu € U.
oi € X,S=o0001---on} With the empty stringc € £*. If for

two stringss,r € £* there existst € £*, t # ¢, such that YT lu ﬁw
s=rt, we sayr is a strict prefix of s and writer <s; r
is a prefix of s if r is strict prefix of or equal ts and we | System |

write r < s. A prefix of s of lengthn € Ng is denoteds”.
The natural projection g: £* — X3, X, C X, is defined
iteratively: (1) let po(e) :=¢; (2) for se X*, 0 € X, let
Po(So) := Po(S)o if o € o, O Po(So) := Po(S) otherwise.
The set valued inverse g is denotedpgt: =% — 2%,

A languageover X is a subsell C X*. The prefix-closure
of £ C x* is defined byL = {r|3se L:r <s} C Z*
A language” is prefix-closedif £ = L. A language’ is
completeif for all se £ there existsr € X such thase € L.
Technically, £ = ¢ is complete. When extended to lan-
guages, the projection distributes over unions, and thersev
projection distributes over unions and intersection. Rrefi
closure commutes with projection and inverse projectio
and distributes over unions. They/nchronous composition
of two languagesC € X, i € {1,2}, is definedly || £ :=
p; H(L1) N py1(L2), where the projectiong; are defined
with domain (X1 U X2)* and rangeZ;".

Fig. 2. Plant-1/O port

Definition 111.2. A pair (U,Y) is a plant-1/O port of the
system(X, £) if
() T=WUUUY,U #£0#Y,;
(i) £< (WH(YU)*)*; and
(i) (VvseX*Y, nelU)[seLlL=suel]. O

When the system issues some measurement event
on a plant-1/O port it will accept any control evepte U
as an immediate successor. The following definition of a
ﬁontroller—llo port is complementary in the sense that it
requires the system to accept any measurement event
and to reply by some control evepte U, after an optional
negotiation with some other system via the alphalyvet

The set ofw-stringsover AC X is denotedA® = {s|V i € | System |
No: i € A, S = ogo102---}. If for two strings w € X, YT lU ﬁw
r e ¥*, there existsv € £ such thatw =ro, we sayr
is a strict prefix of w and writer < w. The strict prefix Fig. 3. Controller-I/O port

of w with lengthn € Ny is denotedw". The prefix of an w-

languagel C 2 is defined p£) ={r|3se L:r <s} € *. Definition 111.3. A pair (U, Y) is acontroller-I/O portof the
For a languagel € X* the limit is defined£>® = {w € system(Z, L) if

213 (Niieng, Ni+1 > Ni :w" € £}. If and only if a language () £ =WUUUY, U #@ #Y;

L C T* is complete and prefix-closed, we havéfi®) = £; (i) £< (YW+U)*; and

see [6]. The natural projection far-strings carries over from (i) (Vse Z*UU{e}, veY) [se L=>sv e L]. O
finite strings. The range, however, is the union of finite and

w-strings. In contrast, the set valued inverse projectiopsna An 1/O plant is defined as a system equipped with two
w-strings tow-languages. For prefix-closed languaggasand  distinguished plant-1/0 ports. One port models the intiéoac
Lo we havel1™ || L2%° C (L1 ]| L2)*°. of the plant with an operator (or controller), the other port



models the interaction of the plant with the environmenthen the plant said to bé--live w.r.t. the constraintsp and
¢From the perspective of the operator, the plant models tisg. |
mechanism by which the environment can be manipulated.

If Lp, Lpg, and Lg are all nonempty, theae Lp || Lpe ||
Lg, and completeness implies théfp || Lpe || L) is
Yp Up nonempty. In this cas¥p-liveness indeed requires an infinite
sequence of measurement events Yp to be generated.

operator

| plantSpg | . .
Suppose the plant model and the environment constraint

YEl TUE are given. To establish an operator constraint that endorce

environment the above liveness conditions amounts to solving a coetroll

Fig. 4. 1/0 plant synthesis problem under partial observation [8]: control

events Up are regarded as controllable, all plant events
Definition 1ll.4. An  1/O plant is a tuple Spe = Zp are observable, all other events are uncontrollable and
(Up, Yp, UE, YE, LpE), Where unobservable; related synthesis problems that also aldres

(i) (Zpg Lpp) is a system withZpg:= TpUXg, Xp:= completeness are discussed in [10], [15], [6]. A least iestr
UpUYp, Zg := UgUYg; and tive solution exists uniquely:
(i) (Up, Yp) and(UE, Yg) are plant-1/O ports of Zpg, LpE).

- Proposition 111.7. Let Spe= (Up, Yp, Ug, Yg, Lpg) be an I/O
plant andSg = (Ug, Yg, L) a constraint. Furthermore, let

Remark.In this paper the relationship between systemsSp, = (Up, Yp, Lp,) be a family of constraints andp :=
alphabets and languages is consequently indicated by matth,caLp,. ThenSp = (Up, Yp, Lp) is a constraint. Moreover,
ing subscripts; e.g. the systeSngc always refers to the if for all a € A the plantSpe is complete andyp-live w.r.t.
languagelagc over the alphabeEagc. FurthermoreZagc  Se andSpy, thenSpg is also complete andp-live w.r.t. the
denotes the disjoint union 0Ea, g and ¢, and when constraintsSg and Sp.
inputs and outputs are relevant we use &g.= UaUYa.
Similarly, the natural projection t& 5 is denotedpag; the
natural projection tdry is denotedpya. IV. 1/0 CONTROLLER SYNTHESIS

An 1/O plant may be subject to constraints on the operator The task of the 1/0 controller is to assist the operator
and/or the environment; e.g. the operator must comply tim manipulating the environment; see Fig. 5. Control events
the operator’s guidelines and the environment only pravidex € Uc issued by the operator trigger certain tasks to be
a finite amount of resources. The separation of constraintgerformed by the controller and the plant. This eventually
from the plant model facilitates a discussion of the plant imesults in an abstract measurement eventyc issued by the
a variety of different external configurations; e.g. we mayontroller to indicate the status of the current task; eug- s
change the actual environment by connecting another placgssful completion or failure. The controller performsot
or we may want to substitute the operator by a controller. control and measurement aggregation and thereby provides
the operator with an abstract view on the plant.

Formally, we define the I/O controller as a system with a
controller-1/0 port to interact with the plant and a plaf®@
port to interact with the operator.

Definition 111.5. A constraintis a tuple(U, Y, £) if
(i) (Z,L) is a system withs = UUY ;
(i) (U,Y) is a controller-1/O port of( X, £) ;
(iii) £ is complete. a

operator

We refer to the two extremal constraind, Y, £) with v U
C C

L= (YU)* and £ = ¢ as theminimal and the maximal
constraint respectively. For faithful operation the plant must | controllerScp |
satisfy certain safety and liveness properties. Workinth wi A
prefix-closed languages, only safety properties can be ex- Yp voP

pressed as language inclusion. Regarding liveness we iden- | plantSpe |

tify two properties adequate for our setting. The first one

requires the plant to persistently issue events, and thandec YEl TUE

one requires that any infinite sequence of events must iaclud environment

an infinite number of measurement events reported to the Fig. 5. Closed loop of plant and controller
operator.

Definition 111.6. Let Spe= (Up, Yp, Ug, Yg, Lpg) be an I/O
plant and letSp = (Up, Yp, Lp) and Sg = (Ug, Yg, Lg) be
constraints. IfLp || Lpe || Le is complete, therSpg said to
be complete w.r.t. the constraintSp and Sg. If

Definition IV.1. An  1/O controller is a tuple Scp =
(Uc, Yc, Up, Yp, Ecp), where
(i) (Zcp,Lcp) is a system withZcp = ZcUZp, Ic =
UcoYc, Sp:=UpUYp;
(i) (Uc, Yc) and (Up, Yp) are a plant- and a controller-1/0
(Yw e (Lp || Lrell LE)™)[ pyp(w) € Y51, 1) port for (Zcp, Lcp), respectively;



(i) Lcp < ((YPUp)*(YpYcUcUp)*)*; that the external closed loofce is an I/O plant. Thus, in
(iv) Lcpis complete. O a hierarchical control architecture, the closed-loop cames
as a plant model for the design of the next layer of control
When connecting a controlleScp and a plantSpg we — and measurement aggregation.
obtain the system(Zcpe Lcp |l Lpe) to model thefull o 0 \/5) ot the 110 plantSpe = (Up. Yp. Uk, Ye. £p0)

closed-loop behaviourThroughout this paper, we assume, . :
that the alphabetsc, Tp and T are disjoint, hence, be complete andp-live w.r.t. the constraintsp andSg, and

synchronisation of events happens only via the commolﬁt Scp = (Uc, Yc, Up, Yp, Lep) be admissible tape w.r.t

. . ) the constraintsSc, Sp, and Sg. Then the external closed-
alphabetXp. Likewise, we obtain(Zcg, pce(Lcp || LpPE)) loop systemSce = (Uc. Ye. Ug. Ye. £cg), Log = (Lop |
to model theexternal closed-loop behaviowhich can be b sy ce=(Uc, Yc, UE, Ye, ~CE), ~CE = Peeltep

. Lpg), is
seen to be an I/O plant itself: (i) an /0 plant:

Proposition 1V.2.Let Spe= (Up, Yp, Ug, Yg, Lpg) be an I/O (i) complete w.r.t.Sc and Sg;

plant and letScp = (Uc, Yc,Up, Yp, Lcp) be an I/O con- (iii) Yc-live w.r.t. Sc and Sg. 0
troller. Then theexternal closed-loop systeSte := Scp |lex

Spe:= (Uc, Yc, UE, Ye, Lce) With Lce = pce(Lcrll Lrp) is We now are in the position to formally state the problem
an 1/0 plant. of 1/0 controller synthesis.

Note that the I/O structure itself is not sufficiently strongP€finition IV.6.  An 1/O controller synthesis problem
to imply completeness for the full or external closed loop!S @ tuple (Spe, Sc, Sp, Se, Sspecce Where an Spe =
Hence the closed-loop system may run intodeadlock (Up»Yp,UE, Ye, Lpe) is an I/O plant,Sc = (Uc, Yc, Lo,
situation, which is considered undesirable. More subttags SP = (Up, Yp, Lp) and Sg = (U, Yg, Lg) are constraints,
fact that arbitrary length stringse (SpU Xg)* may occur 2Nd SspecCE= (ZCE, Lspecca IS @ system referred to as
between each pair of control and measurement eyeatsc safety spemﬂcatlom solution to the 1/0 controller synthesis
andv € Yc, which amounts to measurement aggregation. F&foblemis an I/O controlleScp = (Uc, Yc, Up, Yp, Lcp) that
the considered prefix-closed languages this implies tret ti 2dmissible taSpe w.rt. Sc, Sp, andSg and that enforces
closed-loop could also evolve on an infinite length string"® Safety specificationSspecce 0n Spe, i-. pce(Lcr ||
se (ZpUZp)?. In the latter case the operator will not receivePE) S LspecCE O
any further measurement events Yc and, hence, can not
issue further control events. Thivelock situation is also ~ The above problem amounts to a controller synthesis
considered undesirable. The following admissibility cend problem under partial observation; we again refer to [10],
tion addresses both issues in that it implies completeness d15], [6] where related problems are addressed. Note tieat th

Yc-liveness for the closed-loop system; see Proposition [VHivial controller (with empty language) solves the syrstise
and Theorem IV.5. problem. Hence, the following theorem establishes unique

. existence of a least restrictive solution.
Definition IV.3. Let Spg = (Up, Yp, Ug, Yg, Lpg) be an 1/O

plant and letSc = (Uc, Yc, £c), Sp= (Up, Yp, Lp) andSg = Theorem IV.7. Given an /O controller synthesis

(Ug, Yg, Lg) be constraints. Then, an I/O controllSgp=  problem  (Spg, Sc, Sp, S, Sspecce,  let  Scpr =
(Uc, Yc, Up, Yp, Lcp) is admissibleto the plantSpg w.r.t. the  (Uc, Yc,Up, Yp, Lcrs), a € A, denote a family of solutions.
constraintsSc, Sp, and Sg if Then Scp = (Uc, Yc, Up, Yp, Lcp), Lcp = UgeaLlcpu, also
() pr(Lc |l Lepll Lrell Le) € Lp; solves the problem. O
(i) Lcpll Lpeis Yc-live w.r.t. Sc and Sg. O

Whilst considerably more general in scope, our framework
The following proposition derives completeness of the fulmakes similar use of the 1/O structure as [10] and thereby
and the external closed-loop behaviour based on the aboa#lows for abstraction based controller synthesis; i.éu-so
condition (i). As a technical consequence the(#gf || Lcp|  tions obtained for a plant abstraction are guaranteed te sol
Lpe || LE)™ relevant to condition (i) is non-empty. the original problem. If the abstraction is of less compexi
(number of states) the computational effort for controller

Proposition 1V.4.Let Scp= (Uc, Yc, Up, Yp, Lcp) be an I/O synthesis is reduced accordingly.

controller, letSpe = (Up, Yp, UE, YE, Lpp) be an 1/O plant,
and let S¢ = (Ug, Yc, L), Sp = (Up,Yp, Lp) and Sg = Theorem IV.8.  Given an 110 plant Spg =
(Ug, YE, Lg) be constraints. I{Spg is complete w.r.t.Sp  (Up, Yp,UE, Yg, Lpp), let SPE = (Up,Yp,UE,YE,EPE)
and Sg, and Scp meets the admissibility condition (i), thenbe a plant abstraction, i.eLpg C Lpe. If the plant
Lc |l Lepll Lre |l Le is complete. If in additiorscp meets the Spg is complete andYp-live w.r.t. the constraintsSp
admissibility condition (ii), thenCc || pce(Lcp |l Lre) | L  and Sg and if Scp solves the /O controller synthesis
is complete. problem (S‘pE, Sc, Sp, SE, Sspecch, then Scp also solves
(SpE, Sc, Sp, SE, SspeccB- 0
As indicated above, the admissibility condition implies



On the downside of abstraction-based control, there is rnithe latter accounts for situations where a measurement even
guarantee that there exists a non trivial solution for ttapl from the one plant component is replied to by a control event
abstraction even if there does exist one for the originattpla to the other plant component. A controller can be forced to
Hence the question, how to obtain a "good” abstraction. lavoid the error behaviour via a safety specification.

a hierarchical control architecture where the plan.t_|tx§elf D]efinition V1.Given two IO plants Spg =
a closed-loop system we propose the safety specification .

) . L F,Yr,Ug,Ye,Lpg), | € {1,2}, the I/O shuffle
the preceeding design step as a plant abstraction: we argge, _ s s is defined as a tupleSer —
that for many engineering applications the specificatiqn re ©FE = SPEL llio SPE2 _ pleope =

R . Up, Yp, Ug, YE,EPE): where:
resents those aspects of the preceeding design step that %U o UniUsa Yo ' YorJ¥es Us ' U UUrs. Ye ‘=
relevant for subsequent design. Consequently, we expectt') YP.L'J_Y P1-%P2 TP-= TP1VTP2 VB -= VEIVVE2 TR -=
obtain a non-trivial solution based on that abstractiorisTh . L,El__ EZ’ Lora N Lo with
line of thought has been further elaborated in the context of) L1 = (Leerll Lred N Lio Wi
- Lio = [(YraUp1)*(YE1UeD)* (Yr2UpP2)* (YE2UE2)*]*
hybrid systems [11], [12]. 4
(iii) &rr:: U, £i with

V. COMPOUND I/O PLANTS L1 = (£ Yp1N £))Up2((YpUp)* (YEUE)*)*,

Suppose we are provided two plant components in a £2:= (£ Yp2N £)Up1((YPUp)* (YEUE)*)*,
particular configuration that interact via shared resaairce  £3:= (£ Ye1 N £y)Ue2((YpUp)* (YEUE)*)*,

We suggest to: 1) model the individual plants independently  £4 = (£} Ye2N £)Ue1((YpUp)* (YEUE)*)*;

(no shared events) with an environment constraint that allv) £pre:= Lpe1 llio LrE2:= LU Lerr- O
ways provides resources as requested; 2) formally obtain an . _ .

overall model by ashuffle productomposition; 3) model the It is readily shown that the 1/O shuffle indeed is a shuffle
interaction of the plant components by emvironment model composition in the sense that the behaviour of neither plant
that shares environment events with both plant componerigsrestricted:Cpg © Lpe. Moreover, the 1/O shuffle retains
and represents the limited amount of resources availaple. e 1/O structure of its arguments:

Synthesise a controller that enforces a subset of the aﬁgirbroposition V.2.If Spg, i €1{1,2} are I/O plants, S0 iSpg =
environment constraint by only requesting resources wh o ' ’ ’

. . . io SPE2: O
available. See Fig. 6 for the proposed system architecture. PE1 llio SpE2
% By the following proposition, constraints of the individua
T i plant can be lifted to the compound plant by the (standard)
| controllerScp | shuffle product.
- 1 Zp2 Proposition V.3.For i € {1,2}, let Spg = (Up, Yp,

Y Y

| plantSpe1 || plantSpe2 |
A

Ugi, Ygi, Lpg) be an I/O plant, that is complete ang -
live w.r.t. the constraintsSg; = (Ug, Yg, Lg)) and Sp =

LE1y v ZE> (Upi, Ypi, Lpi). Denote the compound constraint$p =
| environmentSg, | (Up, Yp, Lp), Se = (UE, Y, Lg) with Lp:= (Lp1 |l Lr2) N Lio
i T and Lg := (Lg1 || Le2) N Lio. Then Spe = Spei llio Spe2 is

L complete andvp-live w.r.t. Sp and Sg. O

Fig. 6. Compound I/O plant with 1/O controller
We proceed with step 3) in modelling the interaction via

In our framework, step 1) leads to one I/O plant pesharing a common environment. Technically, we define the
component and corresponding constraints; i.ei fe1,2}, environment modeto be of the same I/O structure as a
Spe = (Upi, Ypi, Uk, Y&, £pe ), Spi = (Upi, Ypi, £pi) and controller. The environment model must not be confused with
Sti = (Ugi, Yei, Lgi) where each the 1/O planSpg is ~an environment constraint.
complete andYp-live w.rt. the constraintsSs and Sei.  pafinition V4.An /O environment is a tuple Sg. =
Recall that by Theorem IV.5 the external closed-loop syste Ue, Ye, UL, Yo, CeL), Where:
obtained by I/O controller synthesis exhibits the same prop () (SeL, CeL) is a system withSg, := UgUYEUU, UY, ;

erties. Thus, the following procedure applies uniformly to(ii) (U, Ye) and (U, Y, ) are a controller- and a plant-l/O
elementary plant models and closed-loop systems. Reedll th port’ respectivelf/'

at this stage both components are regarded as independgnt Ler © ((YeUR (YeY, UL UeT)* -
entities with no synchronisation built in; technically,l al &B eL S (YeUel (YeVL UL Ue) )™
alphabetszp := UpUYpi, 2 = UgUYg, i € {1,2}, are

disjunct. Comparing the 1/O structure of controller and environ-

For step 2) we introduce thEO shuffleoperation. It is - )
based on the usual shuffle product, but restricted by thrgent, Proposition 1V.2 carries over to the compound of plant

additional conditionZij, on the ordering of input and output and environment by uniform substitution.
events and extended by a well-defined error behavityyr  Proposition V.5.Let Spg = (Up, Yp, Ug, Yg, Lpg) be an 1/O

(iv) LgL is complete. |



plant and letSg; = (Ug, Yg, UL, YL, LgL) be an I/O environ-

ment. Then the external behaviofip. = Spg |lex SEL iS an
I/0 plant. |

states and, hence, exponentiakinWhen proceeding through

the layers of the hierarchy, we use the safety specifications
of the preceeding layer as an abstraction of each controlled
group of subsystems. Thus, the exponential growth of the

Also by uniform substitution we derive the following state space observed during the preceeding level is of no

version of the first part of Proposition IV.4.
Proposition V.6.Let Spg = (Up, Yp, Ug, Yg, Lpg) be an I/O

more relevance. On our way to the top level we need to
solve (1—n)/(1—k) 1/O controller synthesis problems. Let
M denote an upper bound on the size of the state space of the

plant, let Sg; = (Ug, Yg, UL, Y., LeL) be an 1/O environ-
ment, and letSp = (Up, Yp, Lp), Sg = (Ug, Yg, Lg) be
constraints. IfSpg is complete w.rt.Sp and Sg and if
Pe(LeL || £1) € L, thenLp || Lpe || LeL || L1 is complete.

O

Step 4) requires the original environment constralatto

safety specifications, the lowest-level I/O plant compasien
and environment models. Then the computational complexity
of the synthesis of one controller is of ordet® for some
constant. The overall complexity of the hierarchical design
is M2(1—n)/(1—k) and hencesxponentialis the number
k of components that form a group — but origear in the

be expressed by constrairs and S, in order to guarantee overall number of I/O plant components.

liveness. The following theorem characterises suitable co
straints. Typically,S_ is given from an application context,

and the below condition is solved fdip. (1]
Theorem V.7 For i e {12}, let Spg =
(Upi, Yri,Ug, YE, Lpg) be an I/O plant, that is complete 2]
and Ypi-live w.r.t. the constraintsSg; = (Ug, Ygi, L&) and
Sri = (Upi, Ypi, Lpi). Let S = (Ug, YE, UL, Y1, LgL) be an a3l
I/O environment and consider the compound syst&mn=
(Up, Yp, UL, YL, LpL), LpL = ppL((LpPEL lio LPE2) || LEL)-
Let Sp= (Up, Yp, Lp) andSL = (U, Y., £1) be constraints 4]
with
Pe(Lp Il (Lrerllio Lred) | LeL | £1) S (Le1 || Le2) N Lio, 5]
Pr(Lp || (Lreillio Lre2) I LeL I L1) € (Lp1ll Lrp2) N Lio -
ThenSp, is [6]
() an I/O plant;
(i) complete w.r.t.Sp andS, [7]
(iii) Yp-live w.r.t. Sp andS; . O
(8]

Thus, we end up with an I/O plant as discussed in
Section IV and, hence, can approach the control problenf’]
accordingly. In particular, we can substitute the actuahpl
modelsSpg by an abstraction: due to monotonicity of the[10]
applied language operations, this leads to an abstracfion o
the compound plant and to a conservative constSgnt [11]

VI. CONCLUSIONS [12]

In this contribution, we provide a system theoretic frame-
work to discuss an approach to hierarchical control system
design in which subsystem composition, controller syrithes[13]
and plant abstraction alternate. Our framework is equippq%
with a formal language version of Willems' free inputs
and non-anticipating outputs. This is the key ingredient
that allows for abstraction-based controller synthesideun
preservation of safety- and liveness-properties.

To illustrate our expectations regarding computationdfél
complexity, consider the system design depicted in Fig. h7
Assume that we start with=k™ I/O plant components and
that we can form groups df plant components or closed-
loop subsystems on each layer. Thus, we end up with
layers. The complexity of the design of an I/O controller
for one group is expected to be polynomial in the number of

(18]
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