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Abstract— This work investigates the supervisor synthesis and are based on a reduced system model. We assume
for concurrent systems based on reduced system models with that the specification is given on a subset of the system
the intention of complexity reduction. It is assumed that tre alphabet and the behavior of the concurrent systems is

expected behavior (specification) is given on a subset of the . . .
system alphabet, and the system behavior is reduced to this reduced to this alphabet. Supervisors are synthesizedhdor t

alphabet. Supervisors are computed for each reduced subsgsn  reduced system models using the modular approach in [9]
employing the modular approach in [5] and the decentralized and the decentralized approach in [8]. We provide sufficient
approach in [8]. Depending on the chosen architecture, we conditions for the consistent implementation of the reduce
provide sufficient conditions for the consistent implemeration supervisors for the original system.

of the reduced supervisors for the original system. . ; -
. . The outline of the paper is as follows. After providing
Keywords€oncurrent discrete event systems, hierar- . - . . : .
: . ; basic definitions in supervisory control in Section I, we
chical control, modular and decentralized architecture . . . .
present the setting of the paper in Section Ill. Section ¥ an
V discuss modular and structural decentralized control for

reduced system models, respectively. Conclusions are give
The main issue in supervisor synthesis for discrete evept Section VI.

systems (DES) is the state-space explosion for large-scale

I. INTRODUCTION

systems. Addressing this problem, recent approaches study Il. PRELIMINARIES
hierarchical decentralizedand modular methods to reduce  We recall basics from supervisory control theory [18], [2].
the complexity of supervisor synthesis algorithms. For a finite alphabeZ, the set of all finite strings ovex

In hierarchical architectures [17], [3], [7], [14], [9], B}, is denoted>*. We write 15, € 2* for the concatenation of
controller synthesis is based on a plant abstraction (highwo stringss;, s, € 2*. We writes; < s when g is a prefix
level model), which is supposed to be less complex than thd s, i.e. if there exists a string; € 2* with s=s;5. The
original plant model (low-level model). empty string is denotege 2*, i.e.ss = es=sfor all s€ *.

The structure of concurrent systems (systems modeléd languageover % is a subseH C X*. The prefix closure
by several components) is exploited for decentralized amaf H is defined byH := {s; € $*|3s€ H st. 5 <s}. A
modular control. In most of the decentralized architecturdanguageH is prefix closedif H = H. Let H,F C &*, then
[15], [10], [1], [11], [6], [8], the methodology is characteed H is nonblocking w.r.tF if H=HNF [8].
by the fact that the specification (i.e. the expected belpvio The natural projection p: Z* — X, i = 1,2, for the (not
can be decomposed according to the structure of the planecessarily disjoint) uniok = ¥1 UZ; is defined iteratively:
In that case, local modular supervisors operating each cofi} let pi(€) :=¢; (ii) for s€ *, o € Z, let pi(so) := pi(s)0 if
current system component individually are implemented, aroc € Z;, or pi(so) := pi(s) otherwise. The set-valued inverse
necessary and sufficient conditions under which the behaviof p; is denotedp *: Zf — 2%, p(t) := {s€ Z*| pi(s) =
of the controlled plant corresponds to the supremal one arg. The synchronous product HiH, C >* of two languages
given. In contrast, the authors of [4], [5] consider a modulaH; C £ is H1||H2 = p[l(Hl) N pgl(Hz) C
architecture. The specification does not need to be searabl A finite automatonis a tupleG = (X,Z,3,Xg, Xmn), with
(but locally consistentand prefix-closed, which is not the the finite set ofstates X the finite alphabet oéventsZ; the
case for most of the previously mentionned works). Modulgpartial transition functiond : X x £ — X; the initial state
supervisors can be computed based on the specificatinfe X; and the set ofmarked states XX C X. We write
and abstractions of the subsystems so that they solve thg,o)! if & is defined at(x,0). In order to extend to
supervisory control problem without having to build thea partial function onX x Z*, recursively letd(x,€) := x
whole system. and d(x,so) := 8(d(x,s),0), whenever bothk' = &(x,s) and

In this paper, we elaborate two approaches for concurredtx,o)!. L(G) := {s€ Z* : 8(x0,5)!} and Lm(G) :={s¢€
systems that both avoid the computation of the overall systel (G) : 8(xo,S) € Xm} are theclosedand marked language



generated by the finite automatd®, respectively.G is
nonblockingif Lm(G) = L(G), i.e. if each string inL(G) is
the prefix of a marked string ibm(G). A formal definition
of the synchronous composition of two autom&gaand G;
is given in e.g. [2]. Note thalt(G1||G2) = L(G1)||L(G2) and
Lm(G1/|G2) = Lm(G1)||Lm(G2).

In a supervisory control context, we wrie=>:UZXq,
>N, = 0, to distinguishcontrollable (Z;) anduncontrol-
lable (Zyc) events. Acontrol patternis a sety, Z,c CyC Z,
and the set of all control patterns is denoted- 2%. A
supervisoris a mapS: L(G) — I', where S(s) represents
the set of enabled events after the occurrence of stjng

Vi,k, ZiyeN e = 0. Under this hypothesis, we have that
Zuc=UiZjyc and ¢ = Ui2 .

The main objective of this paper is to study control
architectures which reduce the computational complexity o
supervisor synthesis for a given specificatiSnC 5* by
avoiding the computation d®. To this end, we are interested
in the case where the complexity of the specificatioris
lower than that of the planG. In the literature, there are
different approaches tackling this problem.

An approach for the modular control of concurrent sys-
tems is proposed in [4], [5]. Modular supervisors are com-
puted using abstractions of the decentralized subsystaths a

l.e. a supervisor can disable controllable events only. Theyrresponding local specifications. The supremal paytiall

languageL(S/G) generated byG under supervisiorS is
iteratively defined by (ig € L(S/G) and (ii) so € L(S/G) iff
se L(S/G),0€ §(s) andso € L(G). Thus,L(S/G) represents
the behavior of thelosed-loop systenTo take into account
the marking ofG, let Lin(S/G) :=L(S/G) NLm(G).

A languageH is said to be controllable w.rt(G) andZ
if there exists a supervis@ such thatH = L(S/G). The set
of all languages that are controllable w.L.{G) is denoted
C(L(G)) and can be characterized h9(L(G)) = {H C
L(G)| 3Ss.t.H=L(S/G)}. Furthermore, the sef(L(G)) is
closed under arbitrary union. Hence, for evepecification
languageE there uniquely exists @upremal controllable
sublanguageof E w.r.t. L(G) and X, which is formally
defined ax| (g)(E, Zuc) := U{K € C(L(G))| K CE}. A su-
pervisorSthat leads to a closed-loop behaviqrg)(E, Zuc)
is said to bemaximally permissiveA maximally permissive
supervisorS can be implemented as an automa®nhat
generatex ) (E,Zyc) such that (S/G) = L(S)||L(G). The
latter can be computed frol® and a generator dE. The
notion of controllability is extended by the notion pértial
controllability [4]. Let M C L(G) be a prefix-closed language
and letX],. C Z,c. The languag®’ C M is partially control-
lable w.r.t.M, L(G), Z,c and &}, if (i) M’ is controllable
w.rt X . andL(G) and (ii) M’ is controllable w.r.t%,. and

M. The unique supremal partially controllable sublanguage

w.rt. M, L(G), Zyc and I/, is defined asM'P¢ = MTpc :=
KMm (KL(G) (M, Z{JC)’ Zuc). B

A languageE is Ln(G)-closedif ENLn(G) =E and
the set ofLm(G)-closed languages is denot&f, ). The
closed-loop systen§/G is nonblocking under maximally
permissive supervision for specificatioBss #_,g)-

IIl. SETTING

As a system model, we consideoncurrentDES repre-
sented by finite automat(aéi)lgign over the correspond-
ing alphabets; = & ,cUSic. Here, 5, and 3¢ denote
the uncontrollable and the controllable events, respelgtiv

controllable sublanguages of the local specificationsesolv
the supervisory control problem if the specificatih is
locally consistentand prefix-closed, and the languages of
the subsystems arautually controllable

The method in [8] suggests structural decentralized con

trol. It requires the specificatioil to be separable i.e.
K = [|ifi(K), where pi : * — 7 is the natural projection.
If the languages of the subsystems aretually controllable
and shared event markiny then using nonblocking local
controllers for the specificationpi(li) is equivalent to the
nonblocking overall supervisor.

This approach is supplemented with hierarchical control in
[14]. Monolithic control is applied to a reduced (hieraiazl)
system model which is derived by projecting the behavior of
the original model to the set of shared eveBhis However,
this approach requires the computation of an overall rediuce
system model which is not always feasible.
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Fig. 1. Modular/Decentralized Architecture

We assume that all Subsystems are direcﬂy or indirecﬂy Motivated by these ConSiderationS, we elaborate two meth-
connected to all other subsystems via events from the seds thatemploy reduced concurrent system models, but avoid

%is = Ukzi(3 N 5y) of shared eventsThe global set of
shared events is thus given E}l,l: UiZis.
_ The overall system model 6 := |liGi over the alphabet

computing an overall reduced system model. To this end,
we investigate the case where the specificatio (2)*
for the supervisory control problem is given on a reduced

> :=U;Zj. Moreover, we assume that the components that
share an event agree on the control status of this event, i.elDefinitions of these notions are given in Section IV and V.



alphabets c 5 with 5 C 2.2 Hence, the reduction is based However, the superwsor$ are computed based on
on projecting out events that occur in only one subsysterthe reduced system model. In what follows, we provide an
With the reduced decentralized alphab&ts= =N and implementation of these supervisors for the original syste
the decentralized natural projectiorp$’e°: ii* — X, the For this purpose,pi(L(Sl/G(l)) is used as an approx-
decentralized reduced system models @)i1<i<n, where imation of the modular closed-loop behavib(S/G) =
L(Gi) = pPeS(L(Gi)) andLm(Gi) = p(Lm(G))). [iL(S /G 1) projected on the reduced subalphatgtsAs

In the following sections, we utilize the approaches irshown in the next lemmap;(L(S /G 1)) is controllable
[5] and [8] to design supervisors for the reduced system.r.t. L(G;) andZ; .. Thus it can be enforced by a supervisor
models. Based on these supervisors, we provide conditiofts G;.
for the decentralized supervisor implementati§nfor the

original systems. The first approach results in an estimatio L S i

of the supremal controllable sublanguage of a prefix—closegL— ————— I ST TR ]
non-separable specification. The second method provides a ql \ L ST‘ (S) N2 > G }
estimation of the supremal controllable and nonblocklng ‘e, ¥ 9 (s)| \ |
sublanguage of a not necessarily prefix-closed but sep}arab‘ 51 | l Gy }
specification. Figure 1 illustrates the control scheme. L 77777777777 ‘8“1(3)021 e

IV. MODULAR CONTROL ) )
Fig. 2. Modular architecture

According to [5], modular supervisoré{1 X =T
with the set of control patternEl ={yCZ|Ziuc C v} are
computed for the abstractlorG of the reduced system L ) )
models and the IocaI speC|f|cat|onq* =KnL(G™Y, Lemma 4.1:With the preceding notations,

. (L(S /G 1)) is controllable w.r.t (G) andZ;
whereL(G 1) = pY(L(Gi)) € =*, with the natural projec- Pi i LB iuc-
tion p; : Z* — 2. The main result of [5] is based on the Proof: Let us consider

follow!n.g.deflnltlons. . e pi(L(STl/Gfl))Zi,ucﬂL(Gi)
Definition 4.1: G andGy are mutually controllable if

l — .
1) LG (Ze NS0 A oK (0K 1(L(Ge)) C L(G ands € L(§ /G 1) such thatpi(s) =s. Sinceso € L(Gj)
2; LEGL))((ZTEEHZL)) ﬂ%ﬂ‘((((?a% ))*l((L((G%g c LEGIk)) ando € %, it |s also true thapi(s'o) € L(G;). This entails
wherep : (% UZy)* — % andpl<: (5 UZ)* — 2. thatso € L(G ™) and
Mutual controllability ensures that after any execution of JoeL(§ /G HZuwenL(G ).

the system, the occurrence of a shared uncontrollable eve§| (LS /Gt
is either allowed by every subsystem which shares it, or /
is not allowed by any subsystem.

) is controllable w.r.&; ,c and L(Gfl) since
It is part|ally controllable Therefores’oe L(St/G 1) and
pi(So) =so € pi(L(S /G 1)), which concludes the proof.

Definition 4.2 (Local consistency)A specificatiork = K -
is said .to be locally consistent W.r3yc and(L(Gi))1<i<n, if Now asVi, pi(L(sl/Gifl)) C L(Gy) is controllable w.rt.
for anyi we havevs e K- " andvu Z;jc such thaSUle Ki™  L(Gi) andj ., there exish supervisorsS )1<i<n such that
andvwv € % . it holds thalsp( Ve K= suveK, ’ o
Based on the above definitions, it holds that the computation L(S/G) = pi(L(S /G ).

of modular supervisors implementing the supremal paytiall
controllable sublanguages Krl is equivalent to the mono-
lithic supervisor for the specificatiod.

Based on the results in [12], an admissible supervisor fer th
original system is given with theonsistent implementations
§: Z* — T (see [12)]) of the decentralized reduced super-

Theorem 4.1 (Supervisor Computation [5])et wsorsS It is defined fors L(Gll ass( s) :=S(pi(s))U
(Gi )1<.<n be mutually controllabfe and assume t_hat (Z %;). Note the equamwldeC( (§ /G ) =L(S/G).
Vi,k, Siuc Se = 0. If the specificationk = K C =* i Combining the steps described above, the main result of
/003”)/ consistent w.r.tyc and(L(Gi))1<i<n, then this section can be stated.
mi (Kifl)TPC =K (g)(KNL(G), Zyc). Theorem 4.2:Recalling that s C ¥~ and with the notation

from above, the supervisor implementation
Using the concept of modularity [4], the overall supervisor

STIT T with = {yC 2| C ) and (S 3/G) = L(S/G) = (liLs /G H)II(IiLE/G))

Tpc
MK ) can now be implemented as the intersection Ofeads to consistent control of the original system, i.e.
the control actions of the modular supervis@s' with
L(S /G = (K Y)IPe (see Figure 2). p(L(§/G) = L(S/6),
L(S/G) < pHK),

2This assumption is no restriction. Bs— % # 0, K’ = K||(Zs — 2)* C -
(3sUX)* fulfills the requirement. wherep: ¥* — ¥*.

3It can be shown that the condition of global mutual conthulity The following Lemma aids the proof of Theorem 4.2
required in [5] is equivalent to mutual controllability. T



Lemma 4.2 ([14]): Let (Li)1<i<n be languages over the specificatiorK C Z* over the subalphabé&tis separable, i.e.
respective alphabetg;. Assume thatZo C UiZ and K=|ipi(K), wherep;:X* — X and each local specification
Uizk(ZiN Zk) € 2o with the natural projectionsy : (UiZi)* —  Ki := pi(K) is Lm(Gi)-closed, i.e.Kj € 7 (g,)- Our aim

Xyand pl X — (5iNZ)" fori=1,...,n. Then is to use the methodology of [8] to compute nonblocking
, decentralized supervisors acting upon the subsyst&ns
po([liLi) = [lipi(Li).- and to implement these supervisors for the original system
Proof of Theorem 4.2: G=iGi.

Now Theorem 4.2 can be proven. Because of Lemma 4.2, We first formally describe the approach in [8] and then
provide new results that are useful in our setting.

L(S/G) = p((L(SY/G)||(|liL(S/Gi
PILEE) _ ?Ifgél/e/))|)|)p”(|(|l|ll_(§//é)|;)) Definition 5.1: Let ¥’ C X andH C =¥, thenH marksz'
' Vi wheneveE*s' NH C HY'
= (LS /G I(lipfeALS/G)). Using the above definition combined with mutual control-
This can be written a(SHiL(STl/Gfl))||(||iL(S/Gi)) with lability, Theorem 5.1 follows. The structural decentratiz
plesL(§/G)) = L(S/Gi). architecture is illustrated in Figure 4.
Now according to Lemma 4.1, the previous equation can Theorem 5.1 ([8]): Let (Gi)i<n be nonblocking subsys-
be rearranged as tems anK = ||iK; be the separable specification where=
=X 11 11 Fin(c)- Suppose that for,k < n andi # k, Lm(Gi) marks
PLES/G) = (LS /G ONNLE/E) pX ﬂ(Zk) andLm(Gy) marks the same sét,andG; andGy are
= [[i(L(§ Y G Y. mutually controllable, then
Moreover, the supervisor computation implies that S — S
IiL(SY/G 1) C K. This means that($/G) C pL(K). m 1) [l ke (Ki) NL(G) = K6 (K)

The reduced modular architecture is shown in Figure 3. 2) pi(k g)(K)) is nonblocking with respect tom(Gi)
The control actions of the decentralized supervisors fer th
original systems evaluate ®(s) = pi(§1(s)) U (Zi — ). B | e |

Fig. 4. Structural decentralized architecture

In addition to this result due to [8], one can prove that the
overall closed-loop behavior is actually nonblocking. T@ d
so, we first show that whenever the local specificatigns
areLm(Gi)-closed then so is the global specificatigrwith
respect to the reduced plaBGt

Lemma 5.1:Let (Gj)1<i<n be the set of decentralized sub-
systems anli € . (,)- ThenK =[li Ki € . (c)-

Proof: First we clearly have that C K. Now sinceVvi,
Ki € Lm(Gj), it holds that||iKi C ||iLm(Gi) which entails that
K C Lm(G). ThereforeK C KNLm(G).

. So far, our T“‘?th"d aII_ows tq perform local computaupns Reciprocally, consides € KNLn(G). We thus have that
instead of building a single finite automaton for solving

the supervisory control problem. However, only the casb. (8) € pi(K) andpy (s)iel Pi(Lm(G)). _ ,

of prefix-closed specifications was considered. Based on a° As Lﬁ”l(G) = Nj(P"(Lm(Gy)), this entails thapi(s) <
decentralized architecture, we now give sufficient condi Pi(p " (Lm(Gi))) =Lm(Gi). ]

under which a nonblocking solution can be computed when- * L&t us now _show thapi(s) € Ki. First, we have that

Fig. 3. Reduced modular architecture

ever the reduced specification is separable. K =i = nipi H(Ki) € nipH(Ki) € Pfl(?)-_
Also  pi(s) € p(K) S pMk(p~(K))) <
V. STRUCTURAL DECENTRALIZED CONTROL Nk(pi (P 1(Kk))), and hencepi(s) € pi(p 1 (Ki)) =K.
Consider a concurrent system given by a set abverall, Vi, pi(s) € KiNLm(Gi) = Ki asK; € Fin(c)- Thus
nonblocking decentralized — systems(Gi)i<i<n (i.€., Vi, se pt(Ki) andse ni(pt(Ki)) =K. ]

Vi, Lm(Gi) = L(Gj)). It follows that the reduced system
models G; are  also nonblocking. We assume that the “Note that it is equivalent to say that, Lm(G;) marksZ;s.



We now need to show that the behavior of the closed-loop In the first case, the original subsystems have to mark the
reduced system can be actually obtained by a collection oéduced alphabets in addition to the conditions which are
supervisors each of them acting upon a local decentralizeequired for nonblocking supervisor synthesis for the oediu
subsystenG;. This is the aim of the next lemma: system model.

Lemma 5.2: With the preceding notations, we have that  Theorem 5.3:Let K be a separable specification and let
S be such that (S /Gi) = KL(Gi)(pi(K),zi,uc)- Assume that

D i ki) (Ki) = ki) (K) Gi and Gy are mutually controllable fof # k and Lm(Gi)
2) i ki) (Ki) =K (K) marks; foralli =1,...,n. If the supervisor§ are consistent
Proof: implementations 0§, then the overall supervis&such that
1) Due to Theorem 5.1, we have that L(S/G) = |iL(S/G)
Kie)(K) = i Ky (Ki)NL(G) is nonblocking and consistent.
I mm i L(G) First we need the following lemma.
— Kli(K) AL(G) Lemma 5.3 ([12]): The consistent implementation implies
- THE) ' that ifs € L(S/Gi) andsu; € L(Gi) foru; € (2 — )", then
= ik e (Ki L) (Ki) CL(Gi Su € i). If additionallysuio € L(G;) for o € % an
i K (Ki)  asky ) (Ki) € L(Gi) L(§/Gi). If additionall L(G) f 5 and
2) Because of Lemma 5.1, we have pPe(su)o € L(S/Gi), thensuio € L(S/Gi).
Based on this lemma, the proof of Theorem 5.3 is as
Kie)(K) = Kie)(K)NLm(G) follows:
= i K (KN [[i Lm(Gi) Proof:  For showing consistency, we observe
Ii (ki (K NLm(G)) that p(L(S/G)) = P(ILS/G)) = ipP*L(S/G) =
o IK- due toL(Gi)-cl [iL(S/Gi) = L(S/G). Also, because ofL(S/G) C K, it
= llikue)(Ki) due tolm(Gi)-closure ) 1s'thatl (§/G) € p2(K).
u For proving nonblocking control, it has to be shown that
With the above lemmas, the existence of a nonblocking s ¢ L(5/G), then's € L (5/G). Now assume thas €
supervisor forG can be shown. L(S/G). Thenpi(s) € L(S/Gi) for all i =1,...,n. Suppose
Theorem 5.2:Under the assumptions of Theorem 5.1, théhat there is nou; € (2i — Zi)” s.t. fi(ui € Lm(Gi). As
supervisos such that.(S/G) = K () (K) is nonblocking Gi is nonblocking, there must be a string = VioV €

Proof: Based on Lemma 5.2, we consider nonblockin 2i = Zi)* 22 st Pi(svi € Lm(Gi). But aslm(Gi) marks

supervisorss such thatl (S /Gi) = K () (Ki). It holds that i _ﬁi(s)\‘/i € Lm(Gi), yvhic_h c_orjtradicts th_e assumption.
! As i was chosen arbitrarily, it is true thati, there is a

ke (K) = [iL(S/G) U € (5 — )" st B(9u € Lm(Gi). Hence, for example
m NIYEYE) thg stringsu ---Un € [[ifi(S)ui C [[iLm(Gi) = Lm~(G)~. Noyv
_ using Lemma 5.3, we also have thatsju; € L(S/Gi), Vi,
Let us now considerS such thatS = |;S, where each ich entails thasuy -+ un € [[i Bi(9)ui C [[iLS/Gi) = L(S/G).
supervisor§ is seen as a finite automaton. We have that Thyssuy---uy € Lin(G) NL(S/G) = Lm(S/G) and thuss e

S/G = 9|G6=(|iS iG) = li(SIIG) = |iS/Gi Lm(é/é) |

/ | WS IiG) = i(Sl1G) = lS/G The second case is based on the notion dflarobserver.
We thus have thal.m(S/G) = ki) (K) and L(S/G) = Definition 5.2 (H-observer)Let H C L =T C 3* be lan-
Ki(e)(K) guages andp: 2* — X* be the natural projection on the

Now, based on Lemma 5.1, we know thétis Lm(G)-  giphabets C 3. p is called anH—observer if¥s € L and
closed. Moreovei,m(G)-closure is preserved under control,yq < (u{e})

which ensures us that the overall closed-loop decentrhlize .

system||i(S/Gi) = (||iS)/G is nonblocking. n p(s)o € p(H) = Jue 2" s.t.sue H A p(su) = p(s)o.
Remark 1:1t is interesting to note that this result gives |, Theorem 5.4, the condition that all eventssin must

sufficient conditions under which a concurrent system g, Lim(Gi) is reduced to the events i s. This is com-

nonblocking. Indeed, based on_Theorem 5.1 and 5.2, giv‘ﬂénsated by requiring the decentralized projecpif to be
a concurrent systenG =||; Gi, if Ln(Gj) marks Zs and a Lm(Gi)-observe?

Vi #j, Gi and G; are mutually controllable, thelG is
nonblocking. This gives access to an efficient way to tesé

if a concurrent system is nonblocking. )
Next, the implementation of the supervisors computeg' and Gy aredgrlgtually controliable for # k and Lm(Gf)
arksZs. If pfeCis alm(Gi)-observer and the supervisors

with respect to the reduced system models for the origin% istent imol tati & then th I
system is discussed. We again suggest the consistent imp are consistent impiementations &, then ihe overa

me_ntation, and investigatg two differen_t sets of condgion s yec i not aLm(G;)-observer, then [16] provides an algorithm to
which guarantee nonblocking and consistent control. compute an(G;)-observer with the coarsest equivalence kernel possible.

Theorem 5.4:Let K be a separable specification and let
be such thatm(S/Gi) =K (g, (Pi(K),Zi uc). Assume that



supervisorS such thatl(S/G) := [|iL(S/G;) is nonblocking models for supervisor computation. Our modular approach

and consistent.
Lemma 5.4 supports the proof of Theorem 5.4,

can be applied to prefix-closed non-separable specification
and results in modular supervisors in a conjunctive archi-

Lemma 5.4:With the assumptions in Theorem 5.4, ittecture. Additionaly, we elaborated a decentralized aqgro

holds thatifs€ L(S/Gi) andp2eS(s)t € Lin(S/Gi) for t € 3,
then3u; € 5 s.t.su € Ln(§/Gi) and pe9(su) = pe(s)t.

Proof: Assume thats € L(S/Gi) and p®S(s)t ¢
Lm(S/Gi) for t € Z. There are two cases.
l.t=¢ As pOIeC is aLm(Gj)-observer, there is g € (% —
%)* s.t.su € Lm(G). Because of Lemma 5.8y € L(S/Gi).
Togethersu € L(S/Gi) NLm(Gi) = Lm(S/G ).
2.t=01--
Ui = VoO1V1 - - - OmVim € Z* s.t.sy € Lm(éi) and pec(u;) =t,
ie.vje (S—)" foraIIj:O~ N ppli
of Lemma 5.3 impliesy € L(S/G;i). Thus,su € L(S/Gi)N
Lm(Gi) =Lm(S/G). |
Proof of Theorem 5.4:
Consistency follows from the proof of Theorem 5.3.
Now assume thas e L(S/G). Thens := fii(s) € L(5/G))

and p®S(s) € L(S/Gi). As S is a nonblocking supervisor,

there is a string € 7 s.t. pf®{s)t € Lm(S/Gi) and s.t. all

its predecessors are not marked, . <t we have that

ple(s)t’ & Lm(S/Gi). Then it holds thatt € (5 — Zi¢)*

(otherwise there would be a marked predecessor string as

Lm(Gi) markle S) Because of Lemma 5.4, there isjac Z*
s.t.sy € Lm(§/Gi) andples(sy) =
pleS(u) =t C (5 — )", it turns out that; € (pe®) () C
(Zi —Zis)". As i was arbitrary, suchy; exists for alli =
1,...,n. Hence, for example the strirggh - - - Uy € || fi(s)ui C
[iLm(S/Gi) = Lm(S/G) and consequentlge Ly(S/G). m

The reduced structural decentralized control architectur

is depicted in Figure 5.
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Fig. 5. Reduced decentralized architecture

VI. CONCLUSIONS

-Om. As pdec is a Lm(Gi)-observer, there is a

.,m. Successive application

pdeS(s)t. Furthermore, as

which is feasible for specifications that are separable but
not necessarily prefix-closed. We provide two differensset
of conditions which guarantee nonblocking control of the
original system. It has to be noted that although maximally
permissive supervisors could be computed for the reduced
system models, the supervisors for the original system need
not be maximally permissive. In further work, we want
to investigate conditions which also guarantee maximally
permissive supervisors for the original system.
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